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PREFACE

This book is an entry-level text on the technology of telecommunications. It has been
crafted with the newcomer in mind. The eighteen chapters of text have been prepared
for high-school graduates who understand algebra, logarithms, and basic electrical prin-
ciples such as Ohm’s law. However, many users require support in these areas so Appen-
dices A and B review the essentials of electricity and mathematics through logarithms.
This material was placed in the appendices so as not to distract from the main theme:
the technology of telecommunication systems. Another topic that many in the industry
find difficult is the use of decibels and derived units. Appendix C provides the reader
with a basic understanding of decibels and their applications. The only mathematics
necessary is an understanding of the powers of ten.

To meet my stated objective, whereby this text acts as a tutor for those with no
experience in telecommunications, every term and concept is carefully explained. Nearly
all terminology can be traced to the latest edition of the IEEE dictionary and/or to the
several ITU (International Telecommunication Union) glossaries. Other tools I use are
analogies and real-life experiences.

We hear the expression “going back to basics.” This book addresses the basics and
it is written in such a way that it brings along the novice. The structure of the book is
purposeful; later chapters build on earlier material. The book begins with some general
concepts in telecommunications: What is connectivity, What do nodes do? From there
we move on to the voice network embodied in the public switched telecommunications
network (PSTN), digital transmission and networks, an introduction to data communi-
cations, followed by enterprise networks. It continues with switching and signaling, the
transmission transport, cable television, cellular/PCS, ATM, and network management.
CCITT Signaling System No. 7 is a data network used exclusively for signaling. It was
located after our generic discussion of data and enterprise networks. The novice would
be lost in the explanation of System 7 without a basic understanding of data commu-
nications.

I have borrowed heavily from my many enriching years of giving seminars, both at
Northeastern University and at the University of Wisconsin—Madison. The advantage
of the classroom is that the instructor can stop to reiterate or explain a sticky point. Not
so with a book. As a result, I have made every effort to spot those difficult issues, and
then give clear explanations. Brevity has been a challenge for me. Telecommunications
is developing explosively. My goal has been to hit the high points and leave the details
to my other texts.

A major source of reference material has been the International Telecommunication
Union (ITU). The ITU had a major reorganization on January 1, 1993. Its two principal

xxi
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subsidiary organizations, CCITT and CCIR, changed their names to ITU Telecommuni-
cation Standardization Sector and the ITU Radio Communications Sector, respectively.
Reference publications issued prior to January 1993 carry the older title: CCITT and
CCIR. Standards issued after that date carry ITU-T for Telecommunication Sector pub-
lications and ITU-R for the Radio Communications Sector documents.
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INTRODUCTORY CONCEPTS

1.1 WHAT IS TELECOMMUNICATION?

Many people call telecommunication the world’s most lucrative industry. If we add cel-
lular and PCS users,! there are about 1800 million subscribers to telecommunication
services world wide (1999). Annual expenditures on telecommunications may reach
900,000 million dollars in the year 2000.2

Prior to divestiture, the Bell System was the largest commercial company in the United
States even though it could not be found on the Fortune 500 listing of the largest com-
panies. It had the biggest fleet of vehicles, the most employees, and the greatest income.
Every retiree with any sense held the safe and dependable Bell stock. In 1982, Western
Electric Co., the Bell System manufacturing arm, was number seven on the Fortune 500.
However, if one checked the Fortune 100 Utilities, the Bell System was up on the top.
Transferring this information to the Fortune 500, again put Bell System as the leader
on the list.

We know telecommunication is big business; but what is it? Webster’s (Ref. 1) calls it
communications at a distance. The IEEE dictionary (Ref. 2) defines telecommunications
as “the transmission of signals over long distance, such as by telegraph, radio or tele-
vision.” Another term we often hear is electrical communication. This is a descriptive
term, but of somewhat broader scope.

Some take the view that telecommunication deals only with voice telephony, and
the typical provider of this service is the local telephone company. We hold with a
wider interpretation. Telecommunication encompasses the electrical communication at
a distance of voice, data, and image information (e.g., TV and facsimile). These media,
therefore, will be major topics of this book. The word media (medium, singular) also is
used to describe what is transporting telecommunication signals. This is termed trans-
mission media. There are four basic types of medium: (1) wire-pair, (2) coaxial cable,
(3) fiber optics, and (4) radio.

1.2 TELECOMMUNICATION WILL TOUCH EVERYBODY

In industrialized nations, the telephone is accepted as a way of life. The telephone is con-
nected to the public switched telecommunications network (PSTN) for local, national,

IPCS, personal communication services, is a cellular-radiolike service covering a smaller operational area.
2We refrain from using billion because it is ambiguous. Its value differs, depending on where you come
from.
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and international voice communications. These same telephone connections may also
carry data and image information (e.g., television).

The personal computer (PC) is beginning to take on a similar role as the telephone,
that of being ubiquitous. Of course, as we know, the two are becoming married. In
most situations, the PC uses telephone connectivity to obtain internet and e-mail ser-
vices. Radio adjuncts to the telephone, typically cellular and PCS, are beginning to offer
similar services such as data communications (including internet) and facsimile (fax), as
well as voice. The popular press calls these adjuncts wireless. Can we consider wireless
in opposition to being wired?

Count the number of devices one has at home that carry out some kind of controlling
or alerting function. They also carry out a personal communication service. Among
these devices are television remote controls, garage-door openers, VCR and remote radio
and CD player controllers, certain types of home security systems, pagers, and cordless
telephones. We even take cellular radios for granted.

In some countries, a potential subscriber has to wait months or years for a telephone.
Cellular radio, in many cases, provides a way around the problem, where equivalent
telephone service can be established in an hour—just enough time to buy a cellular
radio in the local store and sign a contract for service.

The PSTN has ever-increasing data communications traffic, where the network is
used as a conduit for data. PSTN circuits may be leased or used in a dial-up mode for
data connections. Of course, the Internet has given added stimulus to data circuit usage
of the PSTN. The PSTN sees facsimile as just another data circuit, usually in the dial-up
mode. Conference television traffic adds still another flavor to PSTN traffic and is also
a major growth segment.

There is a growing trend for users to bypass the PSTN partially or completely. The
use of satellite links in certain situations is one method for PSTN bypass. Another is
to lease capacity from some other provider. Other provider could be a power company
with excess capacity on its microwave or fiber optic system. There are other examples,
such as a railroad with extensive rights-of-way that are used by a fiber-optic network.

Another possibility is to build a private network using any one or a combination of
fiber optics, line-of-sight-microwave, and satellite communications. Some private net-
works take on the appearance of a mini-PSTN.

1.3 INTRODUCTORY TOPICS IN TELECOMMUNICATIONS

An overall telecommunications network (i.e., the PSTN) consists of local networks inter-
connected by a long-distance network. The concept is illustrated in Figure 1.1. This is
the PSTN, which is open to public correspondence. It is usually regulated by a gov-
ernment authority or may be a government monopoly, although there is a notable trend
toward privatization. In the United States the PSTN has been a commercial enterprise
since its inception.

1.3.1 End-Users, Nodes, and Connectivities

End-users, as the term tells us, provide the inputs to the network and are recipients of
network outputs. The end-user employs what is called an 1/0, standing for input/output
(device). An I/O may be a PC, computer, telephone instrument, cellular/PCS telephone
or combined device, facsimile, or conference TV equipment. It may also be some type
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Local Network

Local Network

Long Distance Network

Local Network Local Network

Figure 1.1 The PSTN consists of local networks interconnected by a long-distance network.

of machine that provides a stimulus to a coder or receives stimulus from a decoder in,
say, some sort of SCADA system.?

End-users usually connect to nodes. We will call a node a point or junction in a
transmission system where lines and trunks meet. A node usually carries out a switching
function. In the case of the local area network (LAN), we are stretching the definition.
In this case a network interface unit is used, through which one or more end-users may
be connected.

A connectivity connects an end-user to a node, and from there possibly through other
nodes to some final end-user destination with which the initiating end-user wants to
communicate. Figure 1.2 illustrates this concept.

To/from other nodes
or end users

G )
e Node &
End-user End-user
T Node Node =
End-user 7 End-user

Figure 1.2 lllustrating the functions of end-users, nodes, and connectivity.

3SCADA stands for supervisory control and data acquisition.
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The IEEE (Ref. 2) defines a connection as “an association of channels, switching sys-
tems, and other functional units set up to provide means for a transfer of information
between two or more points in a telecommunications network.” There would seem to
be two interpretations of this definition. First, the equipment, both switching and trans-
mission facilities, is available to set up a path from, say, point A to point B. Assume A
and B to be user end-points. The second interpretation would be that not only are the
circuits available, but they are also connected and ready to pass information or are in
the information-passing mode.

At this juncture, the end-users are assumed to be telephone users, and the path that
is set up is a speech path (it could, of course, be a data or video path). There are three
sequential stages to a telephone call:

1. Call setup;
2. Information exchange; and
3. Call take down.

Call setup is the stage where a circuit is established and activated. The setup is facilitated
by signaling, which is discussed in Chapter 7.4 It is initiated by the calling subscriber
(user) going off-hook. This is a term that derives from the telephony of the early 1900s.
It means “the action of taking the telephone instrument out of its cradle.” Two little
knobs in the cradle pop up, pushed by a spring action, causing an electrical closure. If
we turn a light on, we have an electrical closure allowing electrical current to pass. The
same thing happens with our telephone set; it now passes current. The current source
is a “battery” that resides at the local serving switch. It is connected by the subscriber
loop. This is just a pair of copper wires connecting the battery and switch out to the sub-
scriber premises and then to the subscriber instrument. The action of current flow alerts
the serving exchange that the subscriber requests service. When the current starts to
flow, the exchange returns a dial tone, which is audible in the headset (of the subscriber
instrument). The calling subscriber (user) now knows that she/he may start dialing dig-
its or pushing buttons on the subscriber instrument. Each button is associated with a
digit. There are 10 digits, O through 9. Figure 1.3 shows a telephone end instrument
connected through a subscriber loop to a local serving exchange. It also shows that all-
important battery (battery feed bridge), which provides a source of current for the sub-
scriber loop.

If the called subscriber and the calling subscriber are in the same local area, only

Subscriber loop Subscriber

subset
\}

Battery
feed bridge |

—»é
<

Switch

! b |

Figure 1.3 A subscriber set is connected to a telephone exchange by a subscriber loop. Note the battery
feed in the telephone serving switch. Distance D is the loop length discussed in Section 5.4.

4Signaling may be defined as the exchange of information specifically concerned with the establishment and
control of connections, and the transfer of user-to-user and management information in a circuit-switched
(e.g., the PSTN) network.
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seven digits need be dialed. These seven digits represent the telephone number of the
called subscriber (user). This type of signaling, the dialing of the digits, is called address
signaling. The digits actuate control circuits in the local switch, allowing a connectivity
to be set up. If the calling and called subscribers reside in the serving area of that local
switch, no further action need be taken. A connection is made to the called subscriber
line and the switch sends a special ringing signal down that loop to the called subscriber,
and her/his telephone rings, telling her/him that someone wishes to talk to her/him on
the telephone. This audible ringing is called alerting, another form of signaling. Once
the called subscriber goes off-hook (i.e., takes the telephone out of its cradle), there is
activated connectivity, and the call enters the information-passing phase, or phase 2 of
the telephone call.

When the call is completed, the telephones at each end are returned to their cradles,
breaking the circuit of each subscriber loop. This, of course, is analogous to turning off
a light; the current stops flowing. Phase 3 of the telephone call begins. It terminates the
call, and the connecting circuit in the switch is taken down and freed-up for another
user. Both subscriber loops are now idle. If a third user tries to call either subscriber
during stages 2 and 3, she/he is returned a busy-back by the exchange (serving switch).
This is the familiar “busy signal,” a tone with a particular cadence. The return of the
busy-back is a form of signaling called call-progress signaling.

Suppose now that a subscriber wishes to call another telephone subscriber outside the
local serving area of her/his switch. The call setup will be similar as before, except that
at the calling subscriber serving switch the call will be connected to an outgoing trunk.
As shown in Figure 1.4, trunks are transmission pathways that interconnect switches. To
repeat: subscriber loops connect end-users (subscriber) to a local serving switch; trunks
interconnect exchanges or switches.

The IEEE (Ref. 2) defines a trunk as “a transmission path between exchanges or
central offices.” The word transmission in the IEEE definition refers to one (or several)
transmission media. The medium might be wire-pair cable, fiber optic cable, micro-
wave radio and, stretching the imagination, satellite communications. In the conven-
tional telephone plant, coaxial cable has fallen out of favor as a transmission medium
for this application. Of course, in the long-distance plant, satellite communication is

TS
Local Local
@ Serving Serving @
Switch Switch
A B
T T
T T

Subscriber Loops

Trunks

Subscriber Loops

Figure 1.4 Subscriber loops connect telephone subscribers to their local serving exchange; trunks inter-
connect exchanges (switches).
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fairly widely employed, particularly for international service. Our preceding reference
was for local service.

1.3.2 Telephone Numbering and Routing

Every subscriber in the world is identified by a number, which is geographically tied to
a physical location.> This is the telephone number. The telephone number, as we used
it here, is seven digits long. For example:

234 - 5678

The last four digits identify the subscriber line; the first three digits (i.e., 234) identify
the serving switch (or exchange).

For a moment, let’s consider theoretical numbering capacity. The subscriber number,
those last four digits, has a theoretical numbering capacity of 10,000. The first telephone
number issued could be 0000, the second number, if it were assigned in sequence, would
be 0001, the third, 0002, and so on. At the point where the numbers ran out, the last
number issued would be 9999.

The first three digits of the preceding example contain the exchange code (or central
office code). These three digits identify the exchange or switch. The theoretical maxi-
mum capacity is 1000. If again we assign numbers in sequence, the first exchange would
have 001, the next 002, then 003, and finally 999. However, particularly in the case of
the exchange code, there are blocked numbers. Numbers starting with 0 may not be
desirable in North America because 0 is used to dial the operator.

The numbering system for North America (United States, Canada, and Caribbean
islands) is governed by the NANP or North American Numbering Plan. It states that
central office codes (exchange codes) are in the form NXX where N can be any number
from 2 through 9 and X can be any number from 0 through 9. Numbers starting with 0
or 1 are blocked numbers. This cuts the total exchange code capacity to 800 numbers.
Inside these 800 numbers there are five blocked numbers such as 555 for directory
assistance and 958/959 for local plant test.

When long-distance service becomes involved, we must turn to using still an addi-
tional three digits. Colloquially we call these area codes. In the official North American
terminology used in the NANP is NPA for numbering plan area, and we call these area
codes NPA codes. We try to assure that both exchange codes and NPA codes do not
cross political/administrative boundaries. What is meant here are state, city, and county
boundaries. We have seen exceptions to the county/city rule, but not to the state. For
example, the exchange code 443 (in the 508 area code, middle Massachusetts) is exclu-
sively for the use of the town of Sudbury, Massachusetts. Bordering towns, such as
Framingham, will not use that number. Of course, that exchange code number is meant
for Sudbury’s singular central office (local serving switch).

There is similar thinking for NPAs (area codes). In this case it is that these area codes
may not cross state boundaries. For instance, 212 is for Manhattan and may not be used
for northern New Jersey.

Return now to our example telephone call. Here the calling party wishes to speak

S5This will change. At least in North America, we expect to have telephone number portability. Thus,
whenever one moves to a new location, she/he takes her/his telephone number with them. Will we see
a day when telephone numbers are issued at birth, much like social security numbers?
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234 447
Exchange Exchange

Called subscriber

Calling subscriber 8765

Figure 1.5 Example connectivity subscriber-to-subscriber through two adjacent exchanges.

to a called party that is served by a different exchange (central office). We will assign
the digits 234 for the calling party’s serving exchange; for the called party’s serving
exchange we assign the digits 447. This connectivity is shown graphically in Figure 1.5.
We described the functions required for the calling party to reach her/his exchange. This
is the 234 exchange. It examines the dialed digits of the called subscriber, 447-8765.
To route the call, the exchange will only work upon the first three digits. It accesses
its local look-up table for the routing to the 447 exchange and takes action upon that
information. An appropriate vacant trunk is selected for this route and the signaling for
the call advances to the 447 exchange. Here this exchange identifies the dialed number
as its own and connects it to the correct subscriber loop, namely, the one matching the
8765 number. Ringing current is applied to the loop to alert the called subscriber. The
called subscriber takes her/his telephone off-hook and conversation can begin. Phases
2 and 3 of this telephone call are similar to our previous description.

1.3.3 Use of Tandem Switches in a Local Area Connectivity

Routing through a tandem switch is an important economic expedient for a telephone
company or administration. We could call a tandem switch a traffic concentrator. Up to
now we have discussed direct trunk circuits. To employ a direct trunk circuit, there must
be sufficient traffic to justify such a circuit. One reference (Ref. 3) suggests a break point
of 20 erlangs.” For a connectivity with traffic intensity under 20 erlangs for the busy
hour (BH), the traffic should be routed through a tandem (exchange). For traffic inten-
sities over that value, establish a direct route. Direct route and tandem connectivities
are illustrated in Figure 1.6.

1.3.4 Busy Hour and Grade of Service

The PSTN is very inefficient. This inefficiency stems from the number of circuits and
the revenue received per circuit. The PSTN would approach 100% efficiency if all the
circuits were used all the time. The fact is that the PSTN approaches total capacity
utilization for only several hours during the working day. After 10 P.M. and before 7
A.M. capacity utilization may be 2% or 3%.

The network is dimensioned (sized) to meet the period of maximum usage demand.

6The term office or central office is commonly used in North America for a switch or an exchange. The
terms switch, office, and exchange are synonymous.
TThe erlang is a unit of traffic intensity. One erlang represents one hour of line (circuit) occupancy.
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Tandem

Exchange

Exchange Exchange

A Direct route
©

Figure 1.6 Direct route and tandem connectivities.

This period is called the busy hour (BH). There are two periods where traffic demand on
the PSTN is maximum-—one in the morning and one in the afternoon. This is illustrated
in Figure 1.7.

Note the two traffic peaks in Figure 1.7. These are caused by business subscribers. If
the residential and business curves were combined, the peaks would be much sharper.
Also note that the morning peak is somewhat more intense than the afternoon busy hour.
In North America (i.e., north of the Rio Grande river), the busy hour BH is between
9:30 A.M. and 10:30 A.M. Because it is more intense than the afternoon high-traffic
period, it is called the BH. There are at least four distinct definitions of the busy hour.
We quote only one: “That uninterrupted period of 60 minutes during the day when the
traffic offered is maximum.” Other definitions may be found in (Ref. 4).

BH traffic intensities are used to dimension the number of trunks required on a con-
nectivity as well as the size of (a) switch(es) involved. Now a PSTN company (admin-
istration) can improve its revenue versus expenditures by cutting back on the number

Traffic

1 1 1 1 1 1 i 1 1 L= 1 1 >
2 4 6 ] 10 12 1% 16 19 20 22 24 h
Time

Residential subscribers

== === Business subscribers
Figure 1.7 The busy hour.
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of trunks required and making switches “smaller.” Of course, network users will do a
lot of complaining about poor service. Let’s just suppose the PSTN does just that—cuts
back on the number of circuits. Now, during the BH period, a user may dial a number
and receive either a voice announcement or a rapid-cadence tone telling the user that all
trunks are busy (ATB) and to try again later. From a technical standpoint, the user has
encountered blockage. This would be due to one of two reasons, or may be due to both
causes. These are: insufficient switch capacity and not enough trunks to assign during
the BH. There is a more in-depth discussion of the busy hour in Section 4.2.1.

Networks are sized/dimensioned for a traffic load expected during the busy hour.
The sizing is based on probability, usually expressed as a decimal or percentage. That
probability percentage or decimal is called the grade of service. The IEEE (Ref. 2)
defines grade of service as “the proportion of total calls, usually during the busy hour,
that cannot be completed immediately or served within a prescribed time.”

Grade of service and blocking probability are synonymous. Blocking probability
objectives are usually stated as B = 0.01 or 1%. This means that during the busy hour
1 in 100 calls can be expected to meet blockage.

1.3.5 Simplex, Half-Duplex-, and Full Duplex

These are operational terms, and they will be used throughout this text. Simplex is one-
way operation; there is no reply channel provided. Radio and television broadcasting
are simplex. Certain types of data circuits might be based on simplex operation.

Half-duplex is a two-way service. It is defined as transmission over a circuit capable
of transmitting in either direction, but only in one direction at a time.

Full duplex or just duplex defines simultaneous two-way independent transmission on
a circuit in both directions. All PSTN-type circuits discussed in this text are considered
using full duplex operation unless otherwise specified.

1.3.6 One-Way and Two-Way Circuits

Trunks can be configured for either one-way or two-way operation.® A third option is
a hybrid, where one-way circuits predominate and a number of two-way circuits are
provided for overflow situations. Figure 1.8a shows two-way trunk operation. In this
case any trunk can be selected for operation in either direction. The insightful reader
will observe that there is some fair probability that the same trunk can be selected from
either side of the circuit. This is called double seizure. It is highly undesirable. One way
to reduce this probability is to use normal trunk numbering (from top down) on one side
of the circuit (at exchange A in the figure) and to reverse trunk numbering (from the
bottom up) at the opposite side of the circuit (exchange B).

Figure 1.8b shows one-way trunk operation. The upper trunk group is assigned for
the direction from A to B and the lower trunk group for the opposite direction, from
exchange B to exchange A. Here there is no possibility of double seizure.

Figure 1.8c illustrates a typical hybrid arrangement. The upper trunk group carries
traffic from exchange A to exchange B exclusively. The lowest trunk group carries traf-
fic in the opposite direction. The small, middle trunk group contains two-way circuits.
Switches are programmed to select from the one-way circuits first, until all these circuits
become busy, then they may assign from the two-way circuit pool.

Let us clear up some possible confusion here. Consider the one-way circuit from A

8Called both-way in the United Kingdom and in CCITT documentation.
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W
A

A A
A

Exchange |« > Exchange
A B

< >

(a) Two-Way Operation

A

A

Exchange Exchange
A < B

(b) One-Way Operation
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(c) Hybrid Operation

Figure 1.8 Two-way and one-way circuits: two-way operation (a), one-way operation (b), and a hybrid
scheme, a combination of one-way and two-way operation (c).

to B, for example. In this case, calls originating at exchange A bound for exchange B
in Figure 1.8b are assigned to the upper trunk group. Calls originating at exchange B
destined for exchange A are assigned from the pool of the lower trunk group. Do not
confuse these concepts with two-wire and four-wire operation, discussed in Chapter 4,
Section 4.4.

1.3.7 Network Topologies

The IEEE (Ref. 2) defines fopology as “the interconnection pattern of nodes on a net-
work.” We can say that a telecommunication network consists of a group of intercon-
nected nodes or switching centers. There are a number of different ways we can inter-
connect switches in a telecommunication network.

If every switch in a network is connected to all other switches (or nodes) in the
network, we call this “pattern” a full-mesh network. Such a network is shown in Figure
1.9a. This figure has 8 nodes.’

9The reader is challenged to redraw the figure adding just one node for a total of nine nodes. Then add a
tenth and so on. The increasing complexity becomes very obvious.
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Figure 1.9a A full-mesh network connecting eight nodes.

In the 1970s, Madrid (Spain) had 82 switching centers connected in a full-mesh net-
work. A full-mesh network is very survivable because of a plethora of possible alter-
native routes.

Figure 1.9b shows a star network. It is probably the least survivable. However, it
is one of the most economic nodal patterns both to install and to administer. Figure
1.9¢ shows a multiple star network. Of course we are free to modify such networks by
adding direct routes. Usually we can apply the 20 erlang rule in such situations. If a
certain traffic relation has 20 erlangs or more of BH traffic, a direct route is usually
justified. The term traffic relation simply means the traffic intensity (usually the BH
traffic intensity) that can be expected between two known points. For instance, between
Albany, NY, and New York City there is a traffic relation.!® On that relation we would
probably expect thousands of erlangs during the busy hour.

Figure 1.9d shows a hierarchical network. It is a natural outgrowth of the multiple star
network shown in Figure 1.9c. The PSTNs of the world universally used a hierarchical
network; CCITT recommended such a network for international application. Today there
is a trend away from this structure or, at least, there will be a reduction of the number
of levels. In Figure 1.9d there are five levels. The highest rank or order in the hierarchy

F E

Figure 1.9b A star network.

10Albany is the capital of the state of New York.
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Figure 1.9d A typical hierarchical network. This was the AT&T network around 1988. The CCITT-

recommended network was very similar.
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is the class 1 center (shown as 1 in the figure), and the lowest rank is the class 5 office
(shown as 5 in the figure). The class 5 office (switch), often called an end office, is the
local serving switch, which was discussed previously. Remember that the term office is
a North American term meaning switching center, node, or switch.

In a typical hierarchical network, high-usage (HU) routes may be established, regard-
less of rank in the hierarchy, if the traffic intensity justifies. A high-usage route or con-
nectivity is the same as a direct route. We tend to use direct route when discussing the
local area and we use high-usage routes when discussing a long-distance or toll net-
work.

1.3.7.1. Rules of Conventional Hierarchical Networks. One will note the back-
bone structure of Figure 1.9d. If we remove the high-usage routes (dashed lines in the
figure), the backbone structure remains. This backbone is illustrated in Figure 1.10. In
the terminology of hierarchical networks, the backbone represents the final route from
which no overflow is permitted.

Let us digress and explain what we mean by overflow. It is defined as that part of the
offered traffic that cannot be carried by a switch over a selected trunk group. It is that
traffic that met congestion, what was called blockage earlier. We also can have overflow
of a buffer (a digital memory), where overflow just spills, and is lost.

In the case of a hierarchical network, the overflow can be routed over a different
route. It may overflow on to another HU route or to the final route on the backbone
(see Figure 1.10).

A hierarchical system of routing leads to simplified switch design. A common expres-
sion used when discussing hierarchical routing and multiple star configurations is that
lower-rank exchanges home on higher-rank exchanges. If a call is destined for an
exchange of lower rank in its chain, the call proceeds down the chain. In a similar

- =

_ﬁ%

—7|
|

Ol .

Subscriber Subscriber

Figure 1.10 The backbone of a hierarchical network. The backbone traces the final route.
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manner, if a call is destined for another exchange outside the chain (the opposite side of
Figure 1.9d), it proceeds up the chain and across. When high-usage routes exist, a call
may be routed on a route additional or supplementary to the pure hierarchy, proceeding
to the distant transit center and then descending to the destination.!! Of course, at the
highest level in a pure hierarchy, the call crosses from one chain over to the other. In
hierarchical networks only the order of each switch in the hierarchy and those additional
high usage links (routes) that provide access need be known. In such networks admin-
istration is simplified, and storage or routing information is reduced, when compared to
the full-mesh type of network, for example.

1.3.7.2. Trend Away from the Hierarchical Structure. There has been a decided
trend away from hierarchical routing and network structure. However, there will always
be some form of hierarchical structure into the foreseeable future. The change is brought
about due to two factors: (1) transmission and (2) switching. Since 1965, transmission
techniques have taken leaps forward. Satellite communications allowed direct routes
some one-third the way around the world. This was followed by the introduction of
fiber optic transmission, providing nearly infinite bandwidth, low loss, and excellent
performance properties. These transmission techniques are discussed in Chapter 9.

In the switching domain, the stored program control (SPC) switch had the computer
brains to make nearly real-time decisions for routing.!? This brought about dynamic
routing such as AT&T DNHR (dynamic nonhierarchical routing). The advent of CCITT
Signaling System No. 7 (Chapter 7), working with high-speed computers, made it pos-
sible for optimum routing based on real-time information on the availability of route
capacity and shortest routes. Thus the complex network hierarchy started to become
obsolete.

Nearly all reference to routing hierarchy disappeared from CCITT in the 1988 Plenary
Session (Melbourne) documents. International connectivity is by means of direct/high-
usage routes. In fact, CCITT Rec. E.172 (Geneva 10/92) states that “In the ISDN era, it
is suggested that the network structure be non-hierarchical, ...”13 Of course, reference
is being made here to the international network.

1.3.8 Variations in Traffic Flow

In networks covering large geographic expanses and even in cases of certain local net-
works, there may be a variation of the time of day of the BH or in a certain direction
of traffic flow. It should be pointed out that the busy hour is tied up with a country’s
culture. Countries have different working habits and standard business hours vary. In
Mexico, for instance, the BH is more skewed toward noon because Mexicans eat lunch
later than do people in the United States.

In the United States business traffic peaks during several hours before and several
hours after the noon lunch period on weekdays, and social calls peak in early evening.
Traffic flow tends to be from suburban living areas to urban center in the morning, and
the reverse in the evening.

In national networks covering several time zones, where the difference in local time

A transit center or transit exchange is a term used in the long-distance network for a tandem exchange.
The term tandem exchange is reserved for the local network.

128PC stands for stored program control. This simply means a switch that is computer controlled. SPC
switches started appearing in 1975.

I3[SDN stands for Integrated Services Digital Network(s). This is discussed in Section 12.4.
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may be appreciable, long-distance traffic tends to be concentrated in a few hours com-
mon to BH peaks at both ends. In such cases it is possible to direct traffic so that peaks
of traffic in one area (time zone) fall into valleys of traffic of another area. This is called
taking advantage of the noncoincident busy hour. The network design can be made more
optimal if configured to take advantage of these phenomena, particularly in the design
of direct routes and overflow routes.

1.4 QUALITY OF SERVICE

Quality of service (QoS) appears at the outset to be an intangible concept. However, it
is very tangible for a telephone subscriber unhappy with his or her service. The concept
of service quality must be covered early in an all-encompassing text on telecommuni-
cations. System designers should never once lose sight of the concept, no matter what
segment of the system they may be responsible for. Quality of service means how happy
the telephone company (or other common carrier) is keeping the customer. For instance,
we might find that about half the time a customer dials, the call goes awry or the caller
cannot get a dial tone or cannot hear what is being said by the party at the other end. All
these have an impact on quality of service. So we begin to find that QoS is an important
factor in many areas of the telecommunications business and means different things to
different people. In the old days of telegraphy, a rough measure of how well the system
was working was the number of service messages received at the switching center. In
modern telephony we now talk about service observation.

The transmission engineer calls QoS customer satisfaction, which is commonly mea-
sured by how well the customer can hear the calling party. The unit for measuring how
well we can hear a distant party on the telephone is loudness rating, measured in deci-
bels (dB). From the network and switching viewpoints, the percentage of lost calls (due
to blockage or congestion) during the BH certainly constitutes another measure of ser-
vice quality. Remember, this item is denominated grade of service. One target figure
for grade of service is 1 in 100 calls lost during the busy hour. Other elements to be
listed under QoS are:

e Delay before receiving dial tone (dial tone delay);

e Post dial(ing) delay (time from the completion of dialing the last digit of a number
to the first ring-back of the called telephone).!4 This is the primary measure of
signaling quality;

« Availability of service tones [e.g., busy tone, telephone out of order, time out, and
all trunks busy (ATB)];

o Correctness of billing;

o Reasonable cost of service to the customer;

o Responsiveness to servicing requests;

e Responsiveness and courtesy of operators; and

 Time to installation of a new telephone and, by some, the additional services offered
by the telephone company.

14Ring-back is a call-progress signal telling the calling subscriber that a ringing signal is being applied to
the called subscriber’s telephone.
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One way or another each item, depending on the service quality goal, will have an
impact on the design of a telecommunication system.

1.5 STANDARDIZATION IN TELECOMMUNICATIONS

Standardization is vital in telecommunications. A rough analogy—it allows worldwide
communication because we all “speak a standard language.” Progressing through this
book, the reader will find that this is not strictly true. However, a good-faith attempt is
made in nearly every case.

There are international, regional, and national standardization agencies. There are at
least two international agencies that impact telecommunications. The most encompass-
ing is the International Telecommunication Union (ITU) based in Geneva, Switzerland,
which has produced more than 1000 standards. Another is the International Standardiza-
tion Organization (ISO), which has issued a number of important data communication
standards.

Unlike other standardization entities, the ITU is a treaty organization with more
treaty signatories than the United Nations. Its General Secretariat produces the Radio
Regulations. This document set is the only one that is legally binding on the nations
that have signed the treaty. In addition, two of the ITU’s subsidiary organizations pre-
pare and disseminate documents that are recommendations, reports, or opinions, and
are not legally binding on treaty signatories. However they serve as worldwide stan-
dards.

The ITU went through a reorganization on January 1, 1993. Prior to that the two
important branches were the CCITT, standing for International Consultive Committee
for Telephone and Telegraph, and the CCIR, standing for International Consultive Com-
mittee for Radio. After the reorganization, the CCITT became the Telecommunication
Standardization Sector of the ITU, and the CCIR became the ITU Radiocommunication
Sector. The former produces ITU-T Recommendations and the latter produces ITU-
R Recommendations. The ITU Radiocommunications Sector essentially prepares the
Radio Regulations for the General Secretariat.

We note one important regional organization, ETSI, the European Telecommunica-
tion Standardization Institute. For example, it is responsible for a principal cellular radio
specification—GSM or Ground System Mobile (in the French). Prior to the 1990s, ETSI
was the Conference European Post and Telegraph or CEPT. CEPT produced the Euro-
pean version of digital network PCM, previously called CEPT30+2 and now called
E-1.

There are numerous national standardization organizations. There is the American
National Standards Institute based in New York City that produces a wide range of stan-
dards. The Electronics Industries Association (EIA) and the Telecommunication Industry
Association (TIA), are both based in Washington, DC, and are associated one with the
other. Both are prolific preparers of telecommunication standards. The Institute of Elec-
trical and Electronic Engineers (IEEE) produces the 802 series specifications, which are
of particular interest to enterprise networks. There are the Advanced Television Systems
Committee (ATSC) standards for video compression, and the Society of Cable Telecom-
munication Engineers that produce CATV (cable television) standards. Another impor-
tant group is the Alliance for Telecommunication Industry Solutions. This group pre-
pares standards dealing with the North American digital network. Bellcore (Bell Com-
munications Research) is an excellent source for standards with a North American flavor.
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These standards were especially developed for the Regional Bell Operating Companies
(RBOC:s). There are also a number of forums. A forum, in this context, is a group of
manufacturers and users that band together to formulate standards. For example, there
is the Frame Relay Forum, the ATM Forum, and so on. Often these ad hoc industrial
standards are adopted by CCITT, ANSI, and the ISO, among others.

1.6 ORGANIZATION OF THE PSTN IN THE UNITED STATES

Prior to 1984 the PSTN in the United States consisted of the Bell System (part of AT&T)
and a number of independent telephone companies such as GTE. A U.S. federal court
considered the Bell System/AT&T a monopoly and forced it to divest its interests.

As part of the divestiture, the Modification and Final Judgment (MFJ) called for
the separation of exchange and interexchange telecommunications functions. Exchange
services are provided by RBOCs; interexchange services are provided by other than
RBOC entities. What this means is that local telephone service may be provided by
the RBOCs and long-distance (interexchange) services by non-RBOC entities such as
AT&T, Sprint, MCI, and WorldCom.

New service territories called local access and transport areas (LATAS), also referred
to as service areas by some RBOCs, were created in response to the MFJ exchange-area
requirements. LATAs serve the following two basic purposes:

1. They provide a method for delineating the area within which the RBOCs may
offer services.

2. They provided a basis for determining how the assets of the former Bell System
were to be divided between the RBOCs and AT&T at divestiture.

Appendix B of the MFJ requires each RBOC to offer equal access through RBOC
end offices (local exchanges) in a LATA to all interexchange carriers (IXCs). All carriers
must be provided services that are equal in type, quality, and price to those provided
by AT&T.

We define a LEC (local exchange carrier) as a company that provides intraLATA
telecommunication within a franchised territory. A LATA defines those areas within
which a LEC may offer telecommunication services. Many independent LECs are asso-
ciated with RBOCs in LATAs and provide exchange access individually or jointly with
a RBOC.

1.6.1 Points of Presence

A point of presence (POP) is a location within a LATA that has been designated by an
access customer for the connection of its facilities with those of a LEC. Typically, a
POP is a location that houses an access customer’s switching system or facility node.
Consider an “access customer” as an interexchange carrier, such as Sprint or AT&T.
At each POP, the access customer is required to designate a physical point of ter-
mination (POT) consistent with technical and operational characteristics specified by
the LEC. The POT provides a clear demarcation between the LEC’s exchange access
functions and the access customer’s interexchange functions. The POT generally is a
distribution frame or other item of equipment (a cross-connect) at which the LEC’s
access facilities terminate and where cross-connection, testing, and service verification
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can occur. A later federal court judgement (1992) required an LEC to provide space for
equipment for CAPs (competitive access providers).

REVIEW EXERCISES
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Define telecommunications.

Identify end-users.

What is/are the function(s) of a node?

Define a connectivity.

What are the three phases of a telephone call?

Describe on-hook and off-hook.

What is the function of the subscriber loop?

What is the function of the battery?

Describe address signaling and its purpose.

Differentiate trunks from subscriber loops (subscriber lines).

What is the theoretical capacity of a four-digit telephone number? Of a three-digit
exchange number?

What is the common colloquial name for an NPA code?
What is the rationale for having a tandem switch?

Define grade of service. What value would we have for an objective grade of
service?

How can we improve grade of service? Give the downside of this.
Give the basic definition of the busy hour.

Differentiate simplex, half-duplex, and full duplex.

What is double seizure?

On what kind of trunk would double seizure occur?

What is a full-mesh network? What is a major attribute of a mesh network?
What are two major attributes of a star network?

Define a traffic relation.

On a hierarchical network, what is final route?

Give at least three reasons for the trend away from hierarchical routing.
List at least six QoS items.

List at least one international standardization body, one regional standardization
group, and three U.S. standardization organizations.

Define a POP and POT.
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SIGNALS CONVEY INTELLIGENCE

2.1 OBJECTIVE

Telecommunication deals with conveying information with electrical signals. This chap-
ter prepares the telecommunication novice with some very basic elements of telecom-
munications. We are concerned about the transport and delivery of information. The first
step introduces the reader to early signaling techniques prior to the middle of the 19"
century when Samuel Morse opened the first electrical communication circuit in 1843.

The next step is to introduce the reader to some basic concepts in electricity, which
are mandatory for an understanding of how telecommunications works from a technical
perspective. For an introduction to electricity, the reader should consult Appendix A.
After completion of this chapter, the user of this text should have a grasp of electrical
communications and its units of measure. Specifically we will introduce an electrical
signal and how it can carry intelligence. We will differentiate analog and digital trans-
mission with a very first approximation.

Binary digital transmission will then be introduced starting with binary numbers and
how they can be very simply represented electrically. We then delve into conducted
transmission. That is the transport of an electrical signal on a copper-wire pair, on
coaxial cable, and then by light in a fiber optic strand of glass. Radio transmission
and the concept of modulation will then be introduced.

2.2 SIGNALS IN EVERYDAY LIFE

Prior to the advent of practical electrical communication, human beings have been sig-
naling over a distance in all kinds of ways. The bell in the church tower called people
to religious services or “for whom the bell tolls”—the announcement of a death. We
knew a priori several things about church bells. We knew approximately when services
were to begin, and we knew that a long, slow tolling of the bells announced death.
Thus we could distinguish one from the other, namely, a call to religious services or the
announcement of death. Let us call lesson 1, a priori knowledge.

The Greeks used a relay of signal fires to announce the fall of Troy. They knew a
prior that a signal fire in the distance announced victory at Troy. We can assume that
no fire meant defeat. The fires were built in a form of relay, where a distant fire was
just visible with the naked eye, the sight of which caused the lighting of a second fire,
and then a third, fourth, and so on, in a line of fires on nine hills terminating in Queen
Clytemenestra’s palace in Argos, Greece. It also announced the return of her husband
from the battle of Troy.

21
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Human beings communicated with speech, which developed and evolved over thou-
sands of years. This was our principal form of communication. However, it was not
exactly “communication at a distance.” Speech distance might be measured in feet or
meters. At the same time there was visual communication with body language and facial
expressions. This form of communication had even more limited distance.

Then there was semaphore, which was very specialized and required considerable
training. Semaphore was slow but could achieve some miles of distance using the man-
ual version.

Semaphore consisted of two flags, one in each hand. A flag could assume any one of
six positions 45 degrees apart. The two flags then could have six times six, or 36 unique
positions. This accommodated the 25-letter alphabet and 10 numbers. The letters i and
j became one letter for the 26-letter alphabet.

A similar system used in fixed locations, often called signal hills or telegraph hills,
was made up of a tower with a movable beam mounted on a post. Each end of a beam
had a movable indicator or arm that could assume seven distinct positions, 45 degrees
apart. With two beams, there were 49 possibilities, easily accommodating the alphabet,
ten digits, and punctuation. The origin of this “telegraph” is credited to the French in
the very late eighteenth century. It was used for defense purposes linking Toulon to
Paris. There were 120 towers some three to six miles apart. It took forty minutes to
transmit signals across the system, with about three signals a minute. It was called the
Chappe semaphore, named after its inventor. Weather and darkness, of course, were
major influences. One form of railroad signals using the signal arm is still in use in
some areas today.

The American Indian used smoke signals by day and fires at night. The use of a drum
or drums for distance communication was common in Africa.

Electrical telegraph revolutionized distance communications. We use the date of 1843
for its practical inception. It actually has roots well prior to this date. Many of the famous
names in the lore of electricity became involved. For example, Hans Christian Oersted
of Denmark proposed the needle telegraph in 1819. Gauss and Weber built a 2.3-km
(1.4-mile), two-wire telegraph line using a technique known as the galvanometer-mirror
device in 1833 in Germany. Then there was the Cooke and Wheatstone five-needle
telegraph, which was placed into operation in 1839 in the United Kingdom. It was meant
for railroad application and used a code of 20 letters and 10 numerals to meet railway
requirements.

It was while the United States Congress in 1837 was considering a petition to autho-
rize a New York to New Orleans Chappe semaphore line that Samuel F. B. Morse argued
for the U.S. government to support his electrical telegraph. The government appropriated
the money in early 1843. The first operational line was between New York and Baltimore.
Within 20 years the telegraph covered the United States from coast to coast. The first phase
of electrical communications was completed. It revolutionized our lives. (Ref. 1).

2.3 BASIC CONCEPTS OF ELECTRICITY FOR COMMUNICATIONS

2.3.1 Early Sources of Electrical Current

Rather crude dry-cell batteries were employed in the earlier periods of telegraph as
an electrical current source. Their development coincided with the Morse telegraph (ca.
1835-1840). They produced about 1.5 volts (direct current) per cell. To achieve a higher
voltage, cells were placed in series. Figure 2.1a shows the standard graphic notation for



2.3 BASIC CONCEPTS OF ELECTRICITY FOR COMMUNICATIONS 23

-

Figure 2.1a Graphic notation of a single dry cell.

.

Figure 2.1b Graphic notation of a “battery” of dry cells.

-+ -+ -+ -+
1.5V 1.5V 1.5V 1.5V

Figure 2.1¢c How dry cells can be connected in series to increase voltage.

a cell; Figure 2.1b shows the graphic symbol for a battery made up of several cells.
A drawing of a battery made up of four cells is illustrated in Figure 2.1c. A dry cell
stores chemical energy from which, when its positive electrode is connected through
some resistive device to the negative electrode, a current will flow. A battery of cells
was the simple power source for a telegraph circuit.

2.3.2 Electrical Telegraph: An Early Form of Long-Distance
Communications

Let’s connect a battery terminal (or electrode) with a length of copper wire looping
it back to the other electrode. A buzzer or other sound-generating device is inserted
into that loop at the farthest end of the wire before looping back; we now have the
essentials of a telegraph circuit. This concept is shown in Figure 2.2. The loop has
a certain resistance, which is a function of its length and the diameter of the wire.
The longer we make the loop, the greater the resistance. As the length increases (the
resistance increases), the current in the loop decreases. There will be some point where
the current (in amperes) is so low that the buzzer will not work. The maximum loop
length can be increased by using wire with a greater diameter. It can be increased still
further by using electrical repeaters placed near the maximum length point. Another
relay technique involves a human operator. At the far end of the loop an operator copies
the message and retransmits it down the next leg of the circuit.

2.3.2.1. Conveying Intelligence over the Electrical Telegraph. This model of a
simple telegraph circuit consists of a copper wire loop with a buzzer inserted at the
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Buzzer

Key

Figure 2.2 A simple electrical telegraph circuit.

distant end where the wire pair loops around. At the near end, which we may call the
transmitting end, there is an electrical switch, which we will call a key. The key consists
of two electrical contacts, which, when pressed together, make contact, closing the cir-
cuit and permitting current to flow. The key is spring-loaded, which keeps it normally
in the open position (no current flow).

To convey intelligence, the written word, a code was developed by Morse, consisting
of three elements: a dot, where the key was held down for a very short period of time;
a dash, where the key was held down for a longer period of time; and a space, where
the key was left in the “up” position and no current flowed. By adjusting the period of
time of spaces, the receiving operator could discern the separation of characters (A, B,
C, ... Z) and separation of words, where the space interval was longer. Table 2.1 shows

Table 2.1 Two Versions of the Morse Code

A B A B
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A . WEE o N Q 40 NN o - A ¢ Sam
A cum = s - R (o o6 o m—.
A o amm e S |eee “ee
B LI X N} LI NN 3 T . -
C *e » L B U & ¢ .o wmn
CH w— . —— U oo m— .
D - e - e v * e o wmn [ER N}
£ . . W | o oen woem o o— —
£ e mm oo X ¢ mm e - ¢ mmm
F » = e e MmN o Y . LR J LB B
G - . e - e Z oo . - W e
H sees esee 1 e mmm wmme cnum wme -
I .e .e 2 somwm e co mm mm wm
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K . o nam - o wam 4 cs oo sesee mum
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Column A is the American Morse Code; Column B is the International Morse Code.
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Figure 2.3 A practical elementary telegraph circuit with ground return.

two versions of the Morse code: land-line and international. By land-line, we mean a
code used to communicate over land by means of wire conductors. The international
Morse code was developed somewhat later, and was used by radio.

A more practical telegraph system is illustrated in Figure 2.3. Note that the figure
has just one metallic wire connecting the west station to the east station. The second
wire is replaced with ground. The earth is a good conductor, and so we use earth, called
ground, as the second conductor (or wire). Such a telegraph system is called single-wire
ground return.

This is a similar circuit as that shown in Figure 2.2. In this case, when both keys are
closed, a dc (direct current) circuit is traced from a battery in the west station through
the key and relay at that point to the line wire; from there through the relay and key at
the east station and back through the earth (ground) to the battery. The relays at each
end, in turn, control the local circuits, which include a separate battery and a sounder
(e.g., buzzer or other electric sounding device). Opening and closing the key at one end,
while the key at the other end is closed, causes both sounders to operate accordingly.

A relay is a switch that is controlled electrically. It consists of wire wrapped around
an iron core and a hinged metal strip is normally open. When current flows through the
windings (i.e., the wire wrapped around the core) a magnetic field is set up, drawing
the hinged metal strip into a closed position, causing current to flow in the secondary
circuit. It is a simple open-and-closed device such that when current flows there is a
contact closure (the metal strip), and when there is no current through the windings, the
circuit is open. Of course, there is a spring on the metal strip holding it open except
when current flows.

Twenty years after Morse demonstrated his telegraph on a New York—Baltimore—
Washington route, telegraph covered the country from coast to coast. It caused a revolu-
tion in communications. When I worked in Ecuador in 1968, single-wire ground return
telegraph reached every town in the country. It was the country’s principal means of
electrical communication (Ref. 2).

2.3.3 What Is Frequency?

To understand more advanced telecommunication concepts, we need a firm knowledge
of frequency and related parameters such as band and bandwidth, wavelength, period,
and phase. Let us first define frequency and relate it to everyday life.

The IEEE defines frequency as “the number of complete cycles of sinusoidal varia-
tion per unit time.” The time unit we will use is the second. For those readers with a
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Figure 2.4 A sine wave. Here frequency is the number of times per second that a wave cycle (one peak
and one trough) repeats at a given amplitude. In the figure, A is the amplitude and X\ is the wavelength,
« is = radians or 180°, and 2 is the radian value at 360°.

mathematical bent, if we plot y = sin x, where x is expressed in radians, a “sine wave”
is developed, as shown in Figure 2.4.

Figure 2.5 shows two sine waves; the left side illustrates a lower frequency and the
right side shows a higher frequency. The amplitude, measured in this case as voltage,
is the excursion, up or down, at any singular point. Amplitude expresses the intensity
at that point. If we spoke of amplitude without qualifying it at some point, it would be
the maximum excursion in the negative or positive direction (up or down). In this case
it is 6 volts. If it is in the “down” direction, it would be —6 volts, based on Figure 2.5;
and in the “up” direction it would be +6 volts.

(D) (D)
< A > <«— L —>

(a) (b)

Figure 2.5 A simple sine wave. Drawing a is a lower frequency and drawing b is a higher frequency. Note
that the wavelength is shown traditionally as N (Greek letter lambda) and that a has a longer wavelength
than b.
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Frequency is an important aspect of music. For example, the key of A is 440 Hz
and middle C is 263 Hz. Note that the unit of measurement of frequency used to be
cycles per second (prior to 1963) and now the unit of measure is hertz (Hz), named
for Heinrich Hertz, a German physicist credited with the discovery of radio waves.
Simple sine waves can be produced in the laboratory with a signal generator, which
is an electronic oscillator that can be tuned to different frequencies. An audio signal
generator can be tuned to 263 Hz, middle C, and we can hear it if the generator output
is connected to a loudspeaker. These are sound frequencies.

When we listen to the radio on the AM broadcast band, we may listen to a talk show
on WOR, at a frequency of 710 kHz (kilohertz, equal to 710,000 Hz). On the FM band
in the Phoenix, AZ, area, we may tune to a classical music station, KBAQ, at §9.5 MHz
(89,500,000 Hz). These are radio frequencies.

Metric prefixes are often used, when appropriate, to express frequency, as illustrated
in the preceding paragraph. For example, kilohertz (kHz), megahertz (MHz), and giga-
hertz (GHz) are used for Hz x 1000, Hz x 1,000,000 and Hz x 1,000,000,000. Accord-
ingly, 38.71 GHz is 38.710,000,000 Hz.

Wavelength is conventionally measured in meters and is represented by the symbol
A. It is defined as the distance between successive peaks or troughs of a sinusoidal wave
(i.e., D in Fig. 2.5). Both sound and radio waves each travel with a certain velocity of
propagation. Radio waves travel at 186,000 mi/sec in a vacuum, or 3 X 10® m/sec.!
If we multiply frequency in Hz times the wavelength in meters, we get a constant, the
velocity of propagation. In a vacuum (or in free space):

FA =3 x 10%m/sec, 2.1)

where F is measured in Hz and A is measured in meters (m).

Example 1. The international calling and distress frequency is 500 kHz. What is the
equivalent wavelength in meters?

500,000\ =3 x 10%m/sec
A=3x10%/5x 10°
=600 m.

Example 2. A line-of-sight millimeter wave radio link operates at 38.71 GHz.2 What
is the equivalent wavelength at this frequency?

38.71 x 10° A =3 x 10%m/sec
N =3x10%/38.71 x 10°
=0.00775 m or 7.75 mm.
1Sound waves travel at 1076 ft/sec (331 m/sec) in air at 0°C and with 1 atmosphere of atmospheric pressure.
However, our interest here is in radio waves, not sound waves.

2This is termed millimeter radio because wavelengths in this region are measured in millimeters (i.e., for
frequencies above 30 GHz), rather than in centimeters or meters.
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Figure 2.6 The radio frequency spectrum showing some frequency band assignments.



2.3 BASIC CONCEPTS OF ELECTRICITY FOR COMMUNICATIONS 29

Figure 2.6 is an outline drawing of the radio frequency spectrum from nearly 0
Hz to 100 GHz. The drawing shows several frequency bands assigned to specific ser-
vices.

2.3.3.1. Introduction to Phase. The IEEE defines phase as “a relative measurement
that describes the temporal relationship between two signals that have the same fre-
quency.” We can plot a sine wave (representing a certain frequency) by the method
shown in Figure 2.7, where the horizontal lines are continuation of points a, b, c, etc.,
and the vertical lines a’, b’, ¢/, and so on, are equally spaced and indicate angular
degrees of rotation. The intersection of lines a and a’, b and b’, and so forth, indicates
points on the sine wave curve.

To illustrate what is meant by phase relation, we turn to the construction of a sine
wave using a circle, as shown in Figure 2.7. In the figure the horizontal scale (the
abscissa) represents time and the vertical scale (the ordinate) represents instantaneous
values of current or voltage. The complete curve shows values of current (or voltage)
for all instants during one complete cycle. It is convenient and customary to divide the
time scale into units of degrees rather than seconds, considering one complete cycle as
being completed always in 360 degrees or units of time (regardless of the actual time
taken in seconds). The reason for this convention becomes obvious from the method of
constructing the sine wave, as shown in Figure 2.7, where, to plot the complete curve,
we take points around the circumference of the circle through 360 angular degrees. It
needs to be kept in mind that in the sense now used, the degree is a measure of time in
terms of the frequency, not of an angle.

We must understand phase and phase angle because those terms will be used in our
discussions of modulation and of certain types of distortion that can limit the rate of
transmitting information and/or corrupt a wanted signal (Ref. 2).

An example of two signals of the same frequency, in phase and with different ampli-
tudes, is illustrated in Figure 2.8a, and another example of two signals of the same
frequency and amplitude, but 180 degrees out of phase is shown in Figure 2.8b. Note
the use of 7 in the figure, meaning 7 radians or 180°, 27 radians or 360°. (See Appendix
A, Section A.9.)
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Figure 2.7 Graphical construction of a sine wave.
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Figure 2.8 Two signals of the same frequency: (a) with different amplitudes and in-phase; and (b) with
the same amplitudes but 180° out of phase.

2.4 ELECTRICAL SIGNALS

2.4.1 Introduction to Transmission

Transmission may be defined as the electrical transfer of a signal, message, or other
form of intelligence from one location to another. Traditionally, transmission has been
one of the two major disciplines of telecommunication. Switching is the other princi-
pal specialty. Switching establishes a connection from user X to some distant user Y.
Simplistically we can say that transmission is responsible for the transport of the signal
from user X to user Y. In the old days of telephony these disciplines were separate,
with strong demarcation between one and the other. Not so today. The demarcation line
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is fast disappearing. For example, under normal circumstances in the PSTN, a switch
provides network timing which is vital for digital transmission.

What we have been dealing with so far is baseband transmission. This is the transmis-
sion of a raw electrical signal described in Section 2.3.2. This type of baseband signal
is very similar to the 1s and Os transmitted electrically from a PC. Another type of base-
band signal is the alternating current derived from the mouthpiece of a telephone handset
(subset). Here the alternating current is an electrical facsimile of the voice soundwave
impinging on the telephone microphone.

Baseband transmission can have severe distance limitations. We will find that the
signal can only be transmitted so far before being corrupted one way or another. For
example, a voice signal transmitted from a standard telephone set over a fairly heavy
copper wire pair (19 gauge) may reach a distant subset earpiece some 30 km or less
distant before losing all intelligibility. This is because the signal strength is so very low
that it becomes inaudible.

To overcome this distance limitation we may turn to carrier or radio transmission.
Both transmission types involve the generation and conditioning of a radio signal. Car-
rier transmission usually (not always) implies the use of a conductive medium such
as wire pair, coaxial cable, or fiber-optic cable to carry a radio or light-derived signal.
Radio transmission always implies radiation of the signal in the form of an electromag-
netic wave. We listen to the radio or watch television. These are received and displayed
or heard as the result of the reception of radio signals.

2.4.2 Modulation

At the transmitting side of a telecommunication link a radio carrier is generated. The
carrier is characterized by a frequency, described in Section 2.3.3. This single radio
frequency carries no useful information for the user. Useful information may include
voice, data, or image (typically facsimile or television). Modulation is the process of
impinging that useful information on the carrier and demodulation is the recovery of
that information from the carrier at the distant end near the destination user.

The IEEE defines modulation as “a process whereby certain characteristics of a wave,
often called the carrier, are varied or selected in accordance with a modulation function.”
The modulating function is the information baseband described previously.

There are three generic forms of modulation:

1. Amplitude modulation (AM);
2. Frequency modulation (FM); and
3. Phase modulation (PM).

Item 1 (amplitude modulation) is where a carrier is varied in amplitude in accordance
with the information baseband signal. In the case of item 2 (frequency modulation), a
carrier is varied in frequency in accordance with the baseband signal; and for item 3
(phase modulation), a carrier is varied in its phase in accordance with the information
baseband signal.

Figure 2.9 graphically illustrates amplitude, frequency, and phase modulation. The
modulating signal is a baseband stream of bits: 1s and Os. We deal with digital trans-
mission (e.g., 1s and Os) extensively in Chapters 6 and 10.

Prior to 1960, all transmission systems were analog. Today, in the PSTN, all telecom-
munication systems are digital, except for the preponderance of subscriber access lines.
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Figure 2.9 lllustration of amplitude, frequency, and phase modulation, where the modulating signal is
the binary digital sequence 00110100010, an electrical baseband signal.

These are the subscriber loops described in Chapter 1. Let us now distinguish and define
analog and digital transmission.

2.4.2.1. Analog Transmission. Analog transmission implies continuity, as contrasted
with digital transmission, which is concerned with discrete states. Many signals can be
used in either the analog or digital sense, the means of carrying the information being the
distinguishing feature. The information content of an analog signal is conveyed by the
value or magnitude of some characteristic(s) of the signal such as amplitude, frequency
or a phase of a voltage, the amplitude or duration of a pulse, the angular position of a
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shaft, or the pressure of a fluid. Typical analog transmissions are the signals we hear
on AM and FM radio and what we see (and hear) on television. In fact, television is
rather unique. The video itself uses amplitude modulation, the sound subcarrier uses
frequency modulation, and the color subcarrier employs phase modulation. All are in
analog formats.

2.4.2.2. Digital Transmission. The information content of a digital signal is con-
cerned with discrete states of the signal, such as the presence or absence of a voltage
(see Section 2.3.2), a contact is the open or closed position, or a hole or no hole in
certain positions on a card or paper tape. The signal is given meaning by assigning
numerical values or other information to the various combinations of the discrete states
of the signal. We will be dealing extensively with digital transmission as the discussion
in this text proceeds.

2.4.3 Binary Digital Signals

In Section 2.4.1, we defined a digital waveform as one that displayed discreteness. Sup-
pose we consider the numbers O through 9. In one case only integer values are permitted
in this range, no in-between values such as 3.761 or 8.07. This is digital, where we can
only assign integer values between O and 9. These are discrete values. On the other
hand, if we can assign any number value between 0 and 9, there could be an infinite
number of values such as 7.01648754372100. This, then, is analog. We have continuity,
no discreteness.

Consider now how neat it would be if we had only two values in our digital system.
Arbitrarily, we’ll call them a 1 and a 0. This is indeed a binary system, just two possible
values. It makes the work of a decision circuit really easy. Such a circuit has to decide
on just one of two possibilities. Look at real life: a light is on or it is off, two values: on
and off. A car engine is running or not running, and so on. In our case of interest, we
denominate one value a 1 and the other, a 0. We could have a condition where current
flows and we’ll call that condition a 1; no current flowing we’ll call a 0.3

Of course, we are defining a binary system with a number base of 2. Our day-to-day
numbers are based on a decimal number system where the number base is 10.

The basic key in binary digital transmission is the bif, which is the smallest unit of
information in the binary system of notation. It is the abbreviation of the term binary
digit. It is a unit of information represented by either a “1” or a “0.”

A 1 and a 0 do not carry much information, yet we do use just one binary digit in
many applications. One of the four types of telephone signaling is called supervisory
signaling. The only information necessary in this case is that the line is busy or it is
idle. We may assign the idle state a O and the busy state a 1. Another application where
only a single binary digit is required is in built-in test equipment (BITE). In this case,
we accept one of two conditions: (1) a circuit, module, or printed circuit board (PCB) is
operational or (2) it is not. BITE automates the troubleshooting of electronic equipment.

To increase the information capacity of a binary system is to place several bits (binary
digits) contiguously together. For instance, if we have a 2-bit code, there are four possi-
bilities: 00, 01, 10, and 11. A 3-bit code provides eight different binary sequences, each
3 bits long. In this case we have 000, 001, 010, 011, 100, 101, 110, and 111. We could
assign letters of the alphabet to each sequence. There are only eight distinct possibilities

3The reader with insight will note an ambiguity here. We could reverse the conditions, making the 1 state
a 0 and the O state a 1. We address this issue in Chapter 10.
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so only eight letters can be accommodated. If we turn to a 4-bit code, 16 distinct binary
sequences can be developed, each 4 bits long. A 5-bit code will develop 32 distinct
sequences, and so on.

As a result, we can state that for a binary code of length n, we will have 2" different
possibilities. The American Standard Code for Information Interchange (ASCII) is a
7-bit code (see Section 10.4), it will then have 27 or 128 binary sequence possibilities.
When we deal with pulse code modulation (PCM) (Chapter 6), as typically employed
on the PSTN, a time slot contains 8 bits. We know that an 8-bit binary code has 256
distinct 8-bit sequences (i.e., 28 = 256).

Consider the following important definitions when dealing with the bit and binary
transmission: Bit rate is defined as the number of bits (those 1s and 0Os) that are trans-
mitted per second. Bit error rate (BER) is the number of bit errors measured or expected
per unit of time. Commonly the time unit is the second. An error, of course, is where
a decision circuit declares a 1 when it was supposed to be a 0, or declares a 0 when it
was supposed to be a 1 (Ref. 3).

2.5 INTRODUCTION TO TRANSPORTING ELECTRICAL SIGNALS

To transport electrical signals, a transmission medium is required. There are four types
of transmission media:

1. Wire pair;

2. Coaxial cable;

3. Fiber optic cable; and
4. Radio.

2.5.1 Wire Pair

As one might imagine, a wire pair consists of two wires. The wires commonly use a
copper conductor, although aluminum conductors have been employed. A basic impair-
ment of wire pair is loss. Loss is synonymous with attenuation. Loss can be defined as
the dissipation of signal strength as a signal travels along a wire pair, or any other trans-
mission medium, for that matter. Loss or attenuation is usually expressed in decibels
(dB). In Appendix C the reader will find a tutorial on decibels and their applications in
telecommunications.

Loss causes the signal power to be dissipated as a signal passes along a wire pair.
Power is expressed in watts. For this application, the use of milliwatts may be more
practical. If we denominate loss with the notation Lyg, then:

Lag = 10log(P| /P,), 2.2)

where P; is the power of the signal where it enters the wire pair, and P, is the power
level of the signal at the distant end of the wire pair. This is the traditional formula
defining the decibel in the power domain (see Appendix C).

Example 1. Suppose a 10-mW (milliwatt) 1000-Hz signal is launched into a wire pair.
At the distant end of the wire pair the signal is measured at 0.2 mW. What is the loss
in dB on the line for this signal?
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Lgg = 1010g(10/0.2)
=101o0g(50)
= 17 dB.

All logarithms used in this text are to the base 10. Appendix B provides a review of
logarithms and their applications.

The opposite of loss is gain. An attenuator is a device placed in a circuit to pur-
posely cause loss. An amplifier does just the reverse, it gives a signal gain. An amplifier
increases a signal’s intensity. We will use the following graphic symbol for an attenu-
ator:

and the following symbol for an amplifier:

Wire-pair transmission suffers other impairments besides loss. One of these impair-
ments is crosstalk. Most of us have heard crosstalk on our telephone line. It appears as
another, “foreign” conversation having nothing to do with our telephone call. One basic
cause of crosstalk is from other wire pairs sharing the same cable as our line. These
other conversations are electrically induced into our line. To mitigate this impairment,
physical twists are placed on each wire pair in the cable. Generally there are from 2 to
12 twists per foot of wire pair. From this we get the term rwisted pair. The figure below
shows a section of twisted pair.

Another impairment causes a form of delay distortion on the line, which is cumula-
tive and varies directly with the length of the line as well as with the construction of
the wire itself. It has little effect on voice transmission, but can place definition restric-
tions on data rate for digital/data transmission on the pair. The impairment is due to the
capacitance between one wire and the other of the pair, between each wire and ground,
and between each wire and the shield, if a shield is employed. Delay distortion is covered
in greater depth in Chapters 6 and 10.
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Figure 2.10 A simple capacitive circuit.

2.5.1.1. Capacitance. Direct current circuits are affected by resistance, whereas alter-
nating current (ac) circuits, besides resistance, are affected by the properties of induc-
tance and capacitance. In this subsection, we provide a brief description of capacitance.
(Also see Appendix A, Section A.8.)

Capacitance is somewhat analogous to elasticity. While a storage battery stores elec-
tricity as another form of energy (i.e., chemical energy), a capacitor stores electricity in
its natural state. An analogy of capacitance is a closed tank filled with compressed air.
The quantity of air, since air is elastic, depends upon the pressure as well as the size or
capacity of the tank. If a capacitor is connected to a direct source of voltage through
a switch, as shown in Figure 2.10, and the switch is suddenly closed, there will be a
rush of current in the circuit.* This current will charge the capacitor to the same voltage
value as the battery, but the current will decrease rapidly and become zero when the
capacitor is fully charged.

Let us define a capacitor as two conductors separated by an insulator. A conductor
conducts electricity. Certain conductors conduct electricity better than others. Platinum
and gold are very excellent conductors, but very expensive. Copper does not conduct
electricity as well as gold and platinum, but is much more cost-effective. An insulator
carries out the opposite function of a conductor. It tends to prevent the flow of electricity
through it. Some insulators are better than others regarding the conduction of electricity.
Air is an excellent insulator. However, we well know that air can pass electricity if the
voltage is very high. Consider lightning, for example. Other examples of insulators are
bakelite, celluloid, fiber, formica, glass, lucite, mica, paper, rubber, and wood.

The insulated conductors of every circuit, such as our wire pair, have to a greater or
lesser degree this property of capacitance. The capacitance of two parallel open wires
or a pair of cable conductors of any considerable length is appreciable in practice.

2.5.1.2. Bandwidth of a Twisted Pair. The usable bandwidth of a twisted wire pair
varies with the type of wire pair used and its length. Ordinary wire pair used in the
PSTN subscriber access plant can support 2 MHz over about 1 mile of length. Special
Category-5 twisted pair displays 67 dB loss at 100 MHz over a length of 1000 feet.

2.5.1.3. Bandwidth Defined. The IEEE defines bandwidth as “the range of frequen-
cies within which performance, with respect to some characteristic, falls within specific
limits.” One such limit is the amplitude of a signal within the band. Here it is commonly
defined at the points where the response is 3 dB below the reference value. This 3-dB
power bandwidth definition is illustrated graphically in Figure 2.11.

4A capacitor is a device whose primary purpose is to introduce capacitance into a circuit.
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Figure 2.11 The concept of the 3-dB power bandwidth.

2.5.2 Coaxial Cable Transmission

Up to this point we have been discussing two parallel conductors, namely, wire pair. An
entirely different configuration of two conductors may be used to advantage where high
and very high radio frequencies are involved. This is a coaxial configuration. Here the
conducting pair consists of a cylindrical tube with a single wire conductor going down
its center, as shown in Figure 2.12. In practice, the center conductor is held in place
accurately by a surrounding insulating material, which may take the form of a solid
core, discs, or beads strung along the axis of the wire or a spirally wrapped string. The
nominal impedance is 75 ohms, and special cable is available with a 50-ohm imped-
ance.

Impedance can be defined as the combined effect of a circuit’s resistance, inductance,
and capacitance taken as a single property, and is expressed in ohms () for any given
sine wave frequency. Further explanation of impedance will be found in Appendix A.

From about 1953 to 1986 coaxial cable was widely deployed for long-distance, mul-
tichannel transmission. Its frequency response was exponential. In other words, its loss
increased drastically as frequency was increased. For example, for 0.375-inch coaxial
cable, the loss at 100 kHz was about 1 dB and about 12 dB at 10 MHz. Thus, equal-
ization was required. Equalization tends to level out the frequency response. With the
advent of fiber optic cable, with its much greater bandwidth and comparatively flat fre-
quency response, the use of coaxial cable on long-distance circuits fell out of favor. It
is still widely used as an RF (radio frequency) transmission line connecting a radio to
its antenna. It is also extensively employed in cable television plants, especially in the
“last mile” or “last 100 feet.”

=

Figure 2.12 A pictorial representation of a coaxial cable section.
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2.5.3 Fiber-Optic Cable

Fiber optic cable is the favored transmission medium for very wideband terrestrial links,
including undersea applications. It is also used for cable television “super trunks.” The
bandwidth of a fiber optic strand can be measured in terahertz (THz). In fact, the whole
usable radio frequency spectrum can be accommodated on just one such strand. Such
a strand is about the diameter of a human hair. It can carry one serial bit stream at 10
Gbps (gigabits per second) transmission rate, or by wave division multiplexing (WDM)
methods, an aggregate of 100 Gbps or more. Fiber optic transmission will be discussed
further in Chapter 9.

Fiber optic systems can be loss limited or dispersion limited. If a fiber optic link is
limited by loss, it means that as the link is extended in distance the signal has dissipated
so much that it becomes unusable. The maximum loss that a link can withstand and still
operate satisfactorily is a function of the type of fiber, wavelength of the light signal,
the bit rate and error rate, signal type (e.g., TV video), power output of the light source
(transmitter), and the sensitivity of the light detector (receiver).’

Dispersion limited means that a link’s length is limited by signal corruption. As a
link is lengthened, there may be some point where the bit error rate (BER) becomes
unacceptable. This is caused by signal energy of a particular pulse that arrives later than
other signal energy of the same pulse. There are several reasons why energy elements
of a single light pulse may become delayed, compared with other elements. One may be
that certain launched modes arrive at the distant end before other modes. Another may
be that certain frequencies contained in a light pulse arrive before other frequencies. In
either case, delayed power spills into the subsequent bit position, which can confuse the
decision circuit. The decision circuit determines whether the pulse represented a 1 or a
0. The higher the bit rate, the worse the situation becomes. Also, the delay increases as
a link is extended.

The maximum length of fiber optic links range from 20 miles (32 km) to several
hundred miles (km) before requiring a repeater. This length can be extended by the
use of amplifiers and/or repeaters, where each amplifier can impart 20 to 40 dB gain. A
fiber optic repeater detects, demodulates, and then remodulates a light transmitter. In the
process of doing this, the digital signal is regenerated. A regenerator takes a corrupted
and distorted digital signal and forms a brand new, nearly perfect digital signal.

A simplified model of a fiber optic link is illustrated in Figure 2.13. In this figure, the
driver conditions the electrical baseband signal prior to modulation of the light signal;
the optical source is the transmitter where the light signal is generated and modulated;
the fiber optic transmission medium consists of a fiber strand, connectors, and splices;
the optical detector is the receiver, where the light signal is detected and demodulated;
and the output circuit conditions the resulting electrical baseband signal for transmission
to the electrical line (Ref. 3). A more detailed discussion of fiber optic systems will be
found in Chapter 9.

2.5.4 Radio Transmission

Up to now we have discussed guided transmission. The signal is guided or conducted down
some sort of a “pipe.” The “pipes” we have covered included wire pair, coaxial cable, and
fiber optic cable. Radio transmission, on the other hand, is based on radiated emission.

5In the world of fiber optics, wavelength is used rather than frequency. We can convert wavelength to
frequency using Eq. (2.1). One theory is that fiber optic transmission was developed by physicists who
are more accustomed to wavelength than frequency.
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Figure 2.13 A simplified model of a fiber optic link.

The essential elements of any radio system are: (1) a transmitter for generating and
modulating a “high-frequency” carrier wave with an information baseband®; (2) a trans-
mitting antenna that will radiate the maximum amount of signal energy of the modulated
carrier in the desired direction; (3) a receiving antenna that will intercept the maximum
amount of the radiated energy after its transmission through space; and (4) a receiver
to select the desired carrier wave, amplify the signal, detect it, or separate the signal
from the carrier. Although the basic principles are the same in all cases, there are many
different designs of radio systems. These differences depend upon the types of signals
to be transmitted, type of modulation (AM, FM, or PM or a hybrid), where in the fre-
quency spectrum (see Figure 2.6) in which transmission is to be affected, and licensing
restrictions. Figure 2.14 is a generalized model of a radio link.

The information-transport capacity of a radio link depends on many factors. The first
factor is the application. The following is a brief list of applications with some relevant
RF bandwidths:

e Line-of-sight microwave, depending on the frequency band: 2, 5, 10, 20, 30, 40,
or 60 MHz;

o SCADA (system control and data acquisition): up to 12 kHz in the 900-MHz band;

« Satellite communications, geostationary satellites: 500-MHz or 2.5-GHz band-
widths broken down into 36-MHz and 72-MHz segments;

e Cellular radio: 25-MHz bandwidth in the 800/900-MHz band; the 25-MHz band
is split into two 12.5-MHz segments for two competitive providers;

e Personal communication services (PCS): 200-MHz band just below 2.0 GHz, bro-
ken down into various segments such as licensed and unlicensed users;

e Cellular/PCS by satellite (e.g., Iridium, Globalstar); 10.5-MHz bandwidth in the
1600-MHz band; and

o Local multipoint distribution system (LMDS) in 28/38-GHz bands; 1.2-GHz band-
width for CATYV, Internet, data, and telephony services (Ref. 3).

6High-frequency” takes on the connotation in the context of this book of any signal from 400 MHz to 100
GHz.
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Figure 2.14 A generic model of a typical radio link.

Bandwidth is also determined by the regulating authority (e.g., the FCC in the United
States) for a particular service/application. Through bit packing techniques, described
in Chapter 9, the information-carrying capacity of a unit of bandwidth is considerably
greater than 1 bit per Hz of bandwidth. On line-of-sight microwave systems, 5, 6, 7,
and 8 bits per Hz of bandwidth are fairly common. Chapter 9 provides a more detailed

discussion of radio systems.

REVIEW EXERCISES

1. Name at least four different ways of communicating at a distance prior to the

advent of electrical communication.

2. What kind of energy is stored in a battery?

3. How did the old electric telegraph communicate intelligence?
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4. What limited the distance we could transmit with electrical telegraph before using
a repeater? Give at least two ways we could extend the distance.

5. How could that old-time electrical telegraph operate with just one wire?

6. Name at least four ways we might characterize a “sine wave,” either partially or
wholly.
What is the equivalent wavelength (\) of 850 MHz? of 7 GHz?
What angle (in degrees) is equivalent to 37/2? 7/4?

9. Give two examples of baseband transmission.

10. Define modulation.

11. What are the three generic forms of modulation? What popular device we find in
the home utilizes all three types of modulation simultaneously. Hint: The answer
needs a modifier in front of the word.

12. Differentiate an analog signal from a digital signal.

13. Give at least four applications of a 1-bit code. Use your imagination.

14. What is the total capacity of a 9-bit binary code? The Hollerith code was a 12-bit
code. What was its total capacity?

15. Name four different transmission media.

16. What is the opposite of loss? What is the most common unit of measurement to
express the amount of loss?

17. What is the reason for rwists in twisted pair?

18. What is the principal cause of data rate limitation on wire pair?

19. What is the principal drawback of using coaxial cable for long-distance transmis-
sion?

20. What is the principal, unbeatable advantage of fiber optic cable?

21. Regarding limitation of bit rate and length, a fiber optic cable may be either

or ?

22. Explain dispersion (with fiber optic cable).

23. What are some typical services of LMDS?
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QUALITY OF SERVICE AND
TELECOMMUNICATION IMPAIRMENTS

3.1 OBJECTIVE

Quality of service (QoS) was introduced in Section 1.4. In this chapter we will be more
definitive in several key areas. There are a number of generic impairments that will
directly or indirectly affect quality of service. An understanding of these impairments
and their underlying causes is extremely important if one wants to grasp the entire pic-
ture of a telecommunication system.

3.2 QUALITY OF SERVICE: VOICE, DATA, AND IMAGE

3.2.1 Introduction to Signal-to-Noise Ratio

Signal-to-noise ratio (S/N or SNR) is the most widely used parameter for measurement
of signal quality in the field of transmission. Signal-to-noise ratio expresses in decibels
the amount by which signal level exceeds the noise level in a specified bandwidth.

As we review the several types of material to be transmitted on a network, each will
require a minimum S/N to satisfy the user or to make a receiving instrument function
within certain specified criteria. The following are S/N guidelines at the corresponding
receiving devices:

Voice: 40 dB;
Video (TV): 45 dB;
Data: ~15 dB, based upon the modulation type and specified error performance.

To illustrate the concept of S/N, consider Figure 3.1. This oscilloscope presentation
shows a nominal analog voice channel (300 -3400 Hz) with a 1000-Hz test signal. The
vertical scale is signal power measured in dBm (see Appendix C for a tutorial on dBs),
and the horizontal scale is frequency, 0 Hz to 3400 Hz. The S/N as illustrated is 10 dB.
We can derive this by inspection or by reading the levels on the oscilloscope presenta-
tion. The signal level is +15 dBm; the noise is +5 dBm, then:

(S/N)dB = level(signal indBm) — level(noise indBm) (3 1)

43
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Figure 3.1 Signal-to-noise ratio.

Inserting the values given in the oscilloscope example, we have:

S/N =+15 dBm — (+5 dBm)
=10 dB.

This expression is set up as shown because we are dealing with logarithms (see
Appendix B). When multiplying in the domain of logarithms, we add. When divid-
ing, we subtract. We are dividing because on the left side of the equation we have S/N
or S divided by N.

Signal-to-noise ratio really has limited use in the PSTN for characterizing speech
transmission because of the “spurtiness” of the human voice. We can appreciate that
individual talker signal power can fluctuate widely so that the S/N ratio is far from
constant during a telephone call and from one telephone call to the next. In lieu of actual
voice, we use a test tone to measure level and S/N. A test tone is a single frequency,
usually around 800 or 1000 Hz, generated by a signal generator and inserted in the
voice channel. The level of the tone (often measured in dBm) can be easily measured
with the appropriate test equipment. Such a tone has constant amplitude and no silent
intervals, which is typical of voice transmission (Ref. 3).

3.2.2 Voice Transmission

3.2.2.1. Loudness Rating and Its Predecessors. Historically, on telephone con-
nections, the complaint has been that the distant talker’s voice was not loud enough
at the receiving telephone. “Hearing sufficiently well” on a telephone connection is a
subjective matter. This is a major element of QoS. Various methods have been derived
over the years to rate telephone connections regarding customer satisfaction.

The underlying cause of low signal level is loss across the network. Any method
to measure “hearing sufficiently well” should incorporate intervening losses on a tele-
phone connection. As discussed in Chapter 2, losses are conventionally measured in dB.
Thus the unit of measure of “hearing sufficiently well” is the decibel. From the present
method of measurement we derive the loudness rating, abbreviated LR. It had several
predecessors: reference equivalent and corrected reference equivalent.
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3.2.2.2. Reference Equivalent. The reference equivalent value, called the overall ref-
erence equivalent (ORE), was indicative of how loud a telephone signal is. How loud is
a subjective matter. Given a particular voice level, for some listeners it would be satis-
factory, others unsatisfactory. The ITU in Geneva brought together a group of telephone
users to judge telephone loudness. A test installation was set up made up of two stan-
dard telephone subsets, a talker’s simulated subscriber loop and a listener’s simulated
loop. An adjustable attenuating network was placed between the two simulated loops.
The test group, on an individual basis, judged level at the receiving telephone earpiece.
At a 6-dB setting of the attenuator or less, calls were judged too loud. Better than 99%
of the test population judged calls to be satisfactory with an attenuator setting of 16
dB; 80% rated a call satisfactory with an ORE 36 dB or better, and 33.6% of the test
population rated calls with an ORE of 40 dB as unsatisfactory, and so on.

Using a similar test setup, standard telephone sets of different telephone administra-
tions (countries) could be rated. The mouthpiece (transmitter) and earpiece (receiver)
were rated separately and given a dB value. The dB value was indicative of their work-
ing better or worse than the telephones used in the ITU laboratory. The attenuator setting
represented the loss in a particular network connection. To calculate overall reference
equivalent (ORE) we summed the three dB values (i.e., the transmit reference equivalent
of the telephone set, the intervening network losses, and the receive reference equivalent
of the same type subset).

In one CCITT recommendation, 97% of all international calls were recommended to
have an ORE of 33 dB or better. It was found that with this 33-dB value, less than 10%
of users were unsatisfied with the level of the received speech signal.

3.2.2.3. Corrected Reference Equivalent. Because difficulties were encountered in
the use of reference equivalents, the ORE was replaced by the corrected reference equiv-
alent (CRE) around 1980. The concept and measurement technique of the CRE was
essentially the same as RE (reference equivalent) and the dB remained the measure-
ment unit. CRE test scores varied somewhat from its RE counterparts. Less than 5 dB
(CRE) was too loud; an optimum connection had an RE value of 9 dB and a range from
7 dB to 11 dB for CRE. For a 30-dB value of CRE, 40% of a test population rated the
call excellent, whereas 15% rated it poor or bad.

3.2.2.4. Loudness Rating. Around 1990 the CCITT replaced corrected reference
equivalent with loudness rating. The method recommended to determine loudness rating
eliminates the need for subjective determinations of loudness loss in terms of corrected
reference equivalent. The concept of overall loudness loss (OLR) is very similar to the
ORE concept used with reference equivalent.

Table 3.1 gives opinion results for various values of OLR in dB. These values are
based upon representative laboratory conversation test results for telephone connections
in which other characteristics such as circuit noise have little contribution to impair-
ment.

3.2.2.4.1 Determination of Loudness Rating. The designation with notations of loud-
ness rating concept for an international connection is given in Figure 3.2. It is assumed
that telephone sensitivity, both for the earpiece and microphone, have been measured.
OLR is calculated using the following formula:

OLR = SLR + CLR +RLR. (3.2)
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Table 3.1 Overall Loudness Rating Opinion Results

Representative Opinion Results?

Overall Loudness Percent Percent
Rating (dB) “Good plus Excellent” “Poor plus Bad”
5-15 <90 <1
20 80 4
25 65 10
30 45 20

2Based on opinion relationship derived from the transmission quality index (see
Annex A, ITU-T Rec. P.11).

Source: ITU-T Rec. P.11, Table 1/P.11, p. 2, Helsinki, 3/93.

The measurement units in Eq. (3.2) are dB.

OLR is defined as the loudness loss between the speaking subscriber’s mouth and the
listening subscriber’s ear via a telephone connection. The send loudness rating (SLR)
is defined as the loudness loss between the speaking subscriber’s mouth and an elec-
trical interface in the network. The receive loudness rating (RLR) is the loudness loss
between an electrical interface in the network and the listening subscriber’s ear. The
circuit loudness rating (CLR) is the loudness loss between two electrical interfaces in a
connection or circuit, each interface terminated by its nominal impedance (Refs. 1, 2).

3.2.3 Data Circuits

Bit error rate (BER) is the underlying QoS parameter for data circuits. BER is not sub-
jective; it is readily measurable. Data users are very demanding of network operators
regarding BER. If a network did not ever carry data, BER requirements could be much
less stringent. CCITT/ITU-T recommends a BER of 1 x 107® for at least 80% of a
month.! Let us assume that these data will be transported on the digital network, typi-
cal of a PSTN. Let us further assume that conventional analog modems are not used,
and the data is exchanged bit for bit with “channels” on the digital network. Thus, the
BER of the data reflects the BER of the underlying digital channel that is acting as its
transport. BERs encountered on digital networks in the industrialized/postindustrialized

National International National —
S  system system system R
— . .
O SLR | CLR RLR C)
B OLR R

CLR Circuit loudness rating
OLR Overall loudness rating
RLR Receive loudness rating
SLR Send loudness rating

Figure 3.2 Designation of LRs in an international connection.

ISee CCITT Rec. G.821.



3.3 THREE BASIC IMPAIRMENTS AND HOW THEY AFFECT THE END-USER 47

nations are far improved, some attaining an end-to-end BER of 5 x 107'°. Thus the
data being transported can expect a similar BER. The genesis of frame relay, discussed
in Chapter 10, is based on the premise that these excellent BERs can be expected.

3.2.4 Video (Television)

Television picture quality is subjective to the viewer. It is based on the S/N of the
picture channel. The S/N values derived from two agencies are provided below. The
TASO (Television Allocations Study Organization) ratings follow:

TASO PICTURE RATING

Quality S/N
1. Excellent (no perceptible snow) 45 dB
2. Fine (snow just perceptible) 35 dB
3. Passable (snow definitely perceptible but not objectionable) 29 dB
4. Marginal (snow somewhat objectionable) 25 dB

Snow is the visual perception of high levels of thermal noise typical with poorer S/N values.

CCIR developed a five-point scale for picture quality versus impairment. This scale
is shown in the table below:

CCIR FIVE GRADE SCALE

Quality Impairment
5. Excellent 5. Imperceptible
4. Good 4. Perceptible, but not annoying
3. Fair 3. Slightly annoying
2. Poor 2. Annoying
1. Bad 1. Very annoying

Later CCIR/ITU-R documents steer clear of assigning S/N to such quality scales. In
fact, when digital compression of TV is employed, the use of S/N to indicate picture
quality is deprecated.

3.3 THREE BASIC IMPAIRMENTS AND HOW THEY AFFECT THE END-USER

There are three basic impairments found in all telecommunication transmission systems.
These are:

1. Amplitude (or attenuation) distortion;
2. Phase distortion; and
3. Noise.

3.3.1 Amplitude Distortion

The IEEE defines attenuation distortion (amplitude distortion) as the change in attenua-
tion at any frequency with respect to that of a reference frequency. For the discussion in
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Figure 3.3 Typical attenuation distortion across a voice channel bandpass filter. Cross-hatched areas
are response specifications, whereas the wavy line is the measured response.

this section, we’ll narrow the subject to the (analog) voice channel. In most cases a user
is connected, through his/her metallic subscriber loop, to the local serving exchange.
This circuit is analog. Based upon the CCITT definition, the voice channel occupies the
band from 300 Hz to 3400 Hz. We call this the passband.

Attenuation distortion can be avoided if all frequencies within the passband are sub-
jected to the same loss (or gain). Whatever the transmission medium, however, some
frequencies are attenuated more than others. Filters are employed in most active circuits
(and in some passive circuits) and are major causes of attenuation distortion. Figure 3.3
is a response curve of a typical bandpass filter with voice channel application.

As stated in our definition, amplitude distortion across the voice channel is measured
against a reference frequency. CCITT recommends 800 Hz as the reference; in North
America the reference is 1000 Hz.2 Let us look at some ways attenuation distortion may
be stated. For example, one European requirement may state that between 600 Hz and
2800 Hz the level will vary no more than —1 to +2 dB, where the plus sign means more
loss and the minus sign means less loss. Thus if an 800-Hz signal at —10 dBm is placed
at the input of the channel, we would expect —10 dBm at the output (if there were no
overall loss or gain), but at other frequencies we can expect a variation at the output
of —1 to +2 dB. For instance, we might measure the level at the output at 2500 Hz at
—11.9 dBm and at 1100 Hz at -9 dBm.

When filters or filterlike devices are placed in tandem, attenuation distortion tends to
sum.? Two identical filters degrade attenuation distortion twice as much as just one filter.

3.3.2 Phase Distortion

We can look at a voice channel as a band-pass filter. A signal takes a finite time to
pass through the telecommunication network. This time is a function of the velocity

2Test frequencies of 800-Hz and 1000-Hz are not recommended if the analog voice channel terminates into
the digital network. In this case CCITT and Bellcore recommend 1020 Hz. The reason for this is explained
in Chapter 6.

3 Any signal-passing device, active or passive, can display filterlike properties. A good example is a subscriber
loop, particularly if it has load coils and bridged taps. Load coils and bridged taps are discussed in
Chapter 5.
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Figure 3.4 Typical differential delay across a voice channel.

of propagation for the medium and, of course, the length of the medium. The value
can vary from 10,000 mi/sec (16,000 k/sec) to 186,000 mi/sec (297,600 km/sec). The
former value is for heavily loaded subscriber pair cable.* This latter value is the velocity
of propagation in free space, namely, radio propagation.

The velocity of propagation also tends to vary with frequency because of the elec-
trical characteristics associated with the network. Again, the biggest culprit is filters.
Considering the voice channel, therefore, the velocity of propagation tends to increase
toward band center and decrease toward band edge. This is illustrated in Figure 3.4.

The finite time it takes a signal to pass through the total extension of the voice channel
or through any network is called delay. Absolute delay is the delay a signal experiences
while passing through the channel end-to-end at a reference frequency. But we have
learned that propagation time is different for different frequencies with the wavefront
of one frequency arriving before the wavefront of another frequency in the passband. A
modulated signal will not be distorted on passing through the channel if the phase shift
changes uniformly with frequency, whereas if the phase shift is nonlinear with respect
to frequency, the output signal is distorted with respect to frequency.

In essence, we are dealing with phase linearity of a circuit. If the phase—frequency
relationship over a passband is not linear, phase distortion will occur in the transmitted
signal. Phase distortion is often measured by a parameter called envelope delay distor-
tion (EDD). Mathematically, EDD is the derivative of the phase shift with respect to
frequency. The maximum variation in the envelope over a band of frequencies is called
envelope delay distortion. Therefore EDD is always a difference between the envelope
delay at one frequency and that at another frequency of interest in the passband. It
should be noted that envelope delay is often defined the same as group delay—which
is the ratio of change, with angular frequency, of phase shift between two points in the
network (Ref. 2).5

4Wire-pair loading is discussed in Chapter 5.
SAngular frequency and just the term frequency are conceptually the same for this text. Actually, angular
frequency is measured in radians per second. There are 27 radians in 1 Hz.
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Figure 3.4 shows that absolute delay is minimum around 1700 Hz and 1800 Hz in
the voice channel. The figure also shows that around 1700 Hz and 1800 Hz, envelope
delay distortion is flattest. It is for this reason that so many data modems use 1700
Hz or 1800 Hz for the characteristic tone frequency, which is modulated by the data.
A data modem is a device that takes the raw electrical baseband data signal and makes
it compatible for transmission over the voice channel.

This brings up an important point. Phase distortion (or EDD) has little effect on
speech communications over the telecommunications network. However, regarding data
transmission, phase distortion is the greatest bottleneck for data rate (i.e., the number
of bits per second that a channel can support). It has probably more effect on limiting
data rate that any other parameter (Ref. 3).

3.3.3 Noise

3.3.3.1. General. Noise, in its broadest definition, consists of any undesired signal in
a communication circuit. The subject of noise and noise reduction is probably the most
important single consideration in transmission engineering. It is the major limiting factor
in overall system performance. For our discussion in this text, noise is broken down into
four categories:

1. Thermal noise;

2. Intermodulation noise;
3. Impulse noise; and

4. Crosstalk.

3.3.3.2. Thermal Noise. Thermal noise occurs in all transmission media and all com-
munication equipment, including passive devices such as waveguide. It arises from ran-
dom electron motion and is characterized by a uniform distribution of energy over the
frequency spectrum with a Gaussian distribution of levels.

Gaussian distribution tells us that there is statistical randomness. For those of you
who have studied statistics, this means that there is a “normal” distribution with standard
deviations. Because of this, we can develop a mathematical relationship to calculate
noise levels given certain key parameters.

Every equipment element and the transmission medium itself contributes thermal
noise to a communication system if the temperature of that element or medium is above
absolute zero on the Kelvin temperature scale. Thermal noise is the factor that sets the
lower limit of sensitivity of a receiving system and is often expressed as a temperature,
usually given in units referred to absolute zero. These units are called kelvins (K), not
degrees.

Thermal noise is a general term referring to noise based on thermal agitations of
electrons. The term “white noise” refers to the average uniform spectral distribution
of noise energy with respect to frequency. Thermal noise is directly proportional to
bandwidth and noise temperature.

We turn to the work of the Austrian scientist, Ludwig Boltzmann, who did landmark
work on the random motion of electrons. From Boltzmann’s constant, we can write
a relationship for the thermal noise level (P,) in 1 Hz of bandwidth at absolute zero
(Kelvin scale) or

6Flattest” means that there is little change in value. The line is flat, not sloping.
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P, = —228.6 dBW per Hz of bandwidth for a perfect receiver at absolute zero. (3.3a)

At room temperature (290 K or 17°C) we have:
P, = —-204 dBW per Hz of bandwidth for a perfect receiver. (3.3b)
or
= —174 dBm/Hz of bandwidth for a perfect receiver.

A perfect receiver is a receiving device that contributes no thermal noise to the com-
munication channel. Of course, this is an idealistic situation that cannot occur in real
life. It does provide us a handy reference, though. The following relationship converts
Eq. (3.3b) for a real receiver in a real-life setting.

P, = —204 dBW/Hz + NFgg + 10log B, (3.4)

where B is the bandwidth of the receiver in question. The bandwidth must always be
in Hz or converted to Hz.

NF is the noise figure of the receiver. It is an artifice that we use to quantify the
amount of thermal noise a receiver (or any other device) injects into a communication
channel. The noise figure unit is the dB.

An example of application of Eq. (3.4) might be a receiver with a 3-dB noise figure
and a 10-MHz bandwidth. What would be the thermal noise power (level) in dBW of
the receiver? Use Eq. (3.4).

P, = —204 dBW/Hz + 3 dB + 10log(10 x 10°)
—-204 dBW/Hz + 3 dB + 70 dB
=—131 dBW.

3.3.3.3. Intermodulation Noise. Intermodulation (IM) noise is the result of the pres-
ence of intermodulation products. If two signals with frequencies F; and F, are passed
through a nonlinear device or medium, the result will contain IM products that are spu-
rious frequency energy components. These components may be present either inside
and/or outside the frequency band of interest for a particular device or system. IM
products may be produced from harmonics of the desired signal in question, either as
products between harmonics, or as one of the basic signals and the harmonic of the
other basic signal, or between both signals themselves.” The products result when two
(or more) signals beat together or “mix.” These products can be sums and/or differ-
ences. Look at the mixing possibilities when passing F; and F, through a nonlinear
device. The coefficients indicate the first, second, or third harmonics.

e Second-order products F; * Fp;
e Third-order products 2F; t F,; 2F, *+ F;; and
o Fourth-order products 2F; = 2F,; 3F; + F, . . ..

7A harmonic of a certain frequency F can be 2F (twice the value of F), 3F, 4F, 5F, and so on. It is an integer
multiple of the basic frequency.
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Devices passing multiple signals simultaneously, such as multichannel radio equipment,
develop IM products that are so varied that they resemble white noise. Intermodulation
noise may result from a number of causes:

o Improper level setting. If the level of an input to a device is too high, the device
is driven into its nonlinear operating region (overdrive).

o Improper alignment causing a device to function nonlinearly.
o Nonlinear envelope delay.
 Device malfunction.

To summarize, IM noise results from either a nonlinearity or a malfunction that has
the effect of nonlinearity. The causes(s) of IM noise is (are) different from that of thermal
noise. However, its detrimental effects and physical nature can be identical with those
of thermal noise, particularly in multichannel systems carrying complex signals.

3.3.3.4. Impulse Noise. Impulse noise is noncontinuous, consisting of irregular pulses
or noise spikes of short duration and of relatively high amplitude. These spikes are often
called hits, and each spike has a broad spectral content (i.e., impulse noise smears
a broad frequency bandwidth). Impulse noise degrades voice telephony usually only
marginally, if at all. However, it may seriously degrade error performance on data or
other digital circuits. The causes of impulse noise are lightning, car ignitions, mechani-
cal switches (even light switches), flourescent lights, and so on. Impulse noise will be
discussed in more detail in Chapter 10.

3.3.3.5. Crosstalk. Crosstalk is the unwanted coupling between signal paths. There
are essentially three causes of crosstalk:

1. Electrical coupling between transmission media, such as between wire pairs on a
voice-frequency (VF) cable system and on digital (PCM) cable systems;

2. Poor control of frequency response (i.e., defective filters or poor filter design);
and

3. Nonlinear performance in analog frequency division multiplex (FDM) system.

Excessive level may exacerbate crosstalk. By “excessive level” we mean that the level
or signal intensity has been adjusted to a point higher than it should be. In telephony
and data systems, levels are commonly measured in dBm. In cable television systems
levels are measured as voltages over a common impedance (75 Q). See the discussion
of level in Section 3.4.

There are two types of crosstalk:

1. Intelligible, where at least four words are intelligible to the listener from extrane-
ous conversation(s) in a seven-second period; and

2. Unintelligible, crosstalk resulting from any other form of disturbing effects of one
channel on another.

Intelligible crosstalk presents the greatest impairment because of its distraction to the
listener. Distraction is considered to be caused either by fear of loss of privacy or pri-
marily by the user of the primary line consciously or unconsciously trying to understand
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what is being said on the secondary or interfering circuits; this would be true for any
interference that is syllabic in nature.

Received crosstalk varies with the volume of the disturbing talker, the loss from the
disturbing talker to the point of crosstalk, the coupling loss between the two circuits
under consideration, and the loss from the point of crosstalk to the listener. The most
important of these factors for this discussion is the coupling loss between the two circuits
under consideration. Also, we must not lose sight of the fact that the effects of crosstalk
are subjective, and other factors have to be considered when crosstalk impairments are
to be measured. Among these factors are the type of people who use the channel, the
acuity of listeners, traffic patterns, and operating practices (Ref. 4).

3.4 LEVEL

Level is an important parameter in the telecommunications network, particularly in the
analog network or in the analog portion of a network. In the context of this book when
we use the word level, we mean signal magnitude or intensity. Level could be compar-
ative. The output of an amplifier is 30 dB higher than the input. But more commonly,
we mean absolute level, and in telephony it is measured in dBm (decibels referenced to
1 milliwatt) and in radio systems we are more apt to use dBW (decibels referenced to
1 watt). Television systems measure levels in voltage, commonly the dBmV (decibels
referenced to 1 millivolt).

In the telecommunication network, if levels are too high, amplifiers become over-
loaded, resulting in increases in intermodulation noise and crosstalk. If levels are too
low, customer satisfaction suffers (i.e., loudness rating). In the analog network, level
was a major issue; in the digital network, somewhat less so.

System levels are used for engineering a communication system. These are usually
taken from a level chart or reference system drawing made by a planning group or as a
part of an engineered job. On the chart, a 0 TLP (zero test level point) is established. A
TLP is a location in a circuit or system at which a specified test-tone level is expected
during alignment. A O TLP is a point at which the test-tone level should be 0 dBm.
A test tone is a tone produced by an audio signal generator, usually 1020 Hz. Note
that these frequencies are inside the standard voice channel which covers the range of
300-3400 Hz. In the digital network, test tones must be applied on the analog side.
This will be covered in Chapter 6.

From the 0 TLP other points may be shown using the unit dBr (decibel reference).
A minus sign shows that the level is so many decibels below reference and a plus sign,
above. The unit dBmO is an absolute unit of power in dBm referred to the O TLP. The
dBm can be related to the dBr and dBmO by the following formula:

dBm = dBmO + dBr. (3.5)

For instance, a value of —32 dBm at a —22 dBr point corresponds to a reference level of
—10 dBmO. A —10-dBm0 signal introduced at the 0-dBr point (O TLP) has an absolute
signal level of —10 dBm (Ref. 5).

3.4.1 Typical Levels

Earlier measurements of speech level used the unit of measure VU, standing for volume
unit. For a 1000-Hz sinusoid signal (simple sine wave signal), 0 VU = 0 dBm. When



54 QUALITY OF SERVICE AND TELECOMMUNICATION IMPAIRMENTS

a VU meter is used to measure the level of a voice signal, it is difficult to exactly
equate VU and dBm. One of the problems, of course, is that speech transmission is
characterized by spurts of signal. However, a good approximation relating VU to dBm
is the following formula:

Average power of a telephone talker = VU — 1.4(dBm). 3.6)

In the telecommunication network, telephone channels are often multiplexed at the
first serving exchange. When the network was analog, the multiplexers operated in the
frequency domain and were called frequency division multiplexers (FDM). Voice chan-
nel inputs were standardized with a level of either —15 dBm or —16 dBm, and the
outputs of demultiplexers were +7 dBm. These levels, of course, were test-tone levels.
In industrialized and postindustrialized nations, in nearly every case, multiplexers are
digital. These multiplexers have an overload point at about +3.17 dBmO0. The digital
reference signal is 0 dBm on the analog side using a standard test tone between 1013
Hz and 1022 Hz (Ref. 4).

3.5 ECHO AND SINGING

Echo and singing are two important impairments that impact QoS. Echo is when a talker
hears her/his own voice delayed. The annoyance is a function of the delay time (i.e., the
time between the launching of a syllable by a talker and when the echo of that syllable
is heard by the same talker). It is also a function of the intensity (level) of the echo, but
to some lesser extent. Singing is audio feedback. It is an “ear-splitting” howl, much like
the howl one gets by placing a public address microphone in front of a loudspeaker. We
will discuss causes and cures of echo and singing in Chapter 4.

REVIEW EXERCISES

1. Define signal-to-noise ratio.

2. Give signal-to-noise ratio guidelines at a receiving device for the following three
media: (1) voice, (2) video-TV, and (3) data. Base the answer on where a typical
customer says the signal is very good or excellent.

3. Why do we use a sinusoidal test tone when we measure S/N on a speech channel
rather than just the speech signal itself?

4. The noise level of a certain voice channel is measured at —39 dBm and the test-
tone signal level is measured at +3 dBm. What is the channel S/N?

5. If we know the loudness rating of a telephone subset earpiece and of the subset
mouthpiece, what additional data do we need to determine the overall loudness
rating (OLR) of a telephone connection?

6. The BER of an underlying digital circuit is 1 x 107%, for data riding on this circuit.
What is the best BER we can expect on the data?

7. What are the three basic impairments on a telecommunication transmission chan-
nel?
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8. Of the three impairments, which one affects data error rate the most and thus limits
bit rate?
9. Explain the cause of phase distortion.
10. Name the four types of noise we are likely to encounter in a telecommunication
system.
11. What will be the thermal noise level of a receiver with a noise figure of 3 dB and
a bandwidth of 1 MHz?
12. Define third-order products based on the mixing of two frequencies F, and F,.
13. Give four causes of impulse noise.
14. Relate VU to dBm for a simple sinusoidal signal to a complex signal such as
human voice.
15. Echo as an annoyance to a telephone listener varies with two typical causes. What
are they? What is the most important (most annoying)?
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TRANSMISSION ASPECTS
OF VOICE TELEPHONY

5.1 OBJECTIVE

The goal of this chapter is to provide the reader with a firm foundation of the analog voice
channel. Obviously, from the term, we are dealing with the transmission of the human
voice. Voice is a sound signal. That sound is converted to an electrical signal by the mouth-
piece of the subscriber subset. The electrical signal traverses down a subscriber loop to a
local serving switch or to a PABX.! The local serving switch is the point of connectivity
with the PSTN. As the network evolves to an all-digital network, the local serving switch
is the point where the analog signal is converted to an equivalent digital signal. Digital
transmission and switching are discussed in Chapter 6. However, there are still locations in
North America where digital conversion takes place deeper in the PSTN, perhaps at a tan-
dem exchange. Local service, inside the local serving area in these cases, remains analog,
and local trunks (junctions) may consist of wire pairs carrying the analog signals. Analog
wire-pair trunks are even more prevalent outside of North America.

In this chapter we will define the analog voice channel and describe its more common
impairments. The subscriber subset’s functions are reviewed, as well as the sound-to-
electrical-signal conversion, which takes place in that subset. We then discuss subscriber
loop and analog trunk design.

The reader should not lose sight of the fact that more than 60% of the revenue-bearing
traffic on the PSTN is voice traffic, with much of the remainder being data traffic in one
form or another. It should also be kept in mind that the connectivity to the PSTN, that
is, the portion from the user’s subset to the local serving exchange, will remain analog
until some time in the future. ISDN, of course, is a notable exception.

5.2 DEFINITION OF THE VOICE CHANNEL

The IEEE (Ref. 1) defines a voice-band channel as “a channel that is suitable for trans-
mission of speech or analog data and has the maximum usable frequency range of 300
to 3400 Hz.” CCITT also defines it in the range of 300 Hz to 3400 Hz. Bell Telephone

IPABX stands for private branch exchange. It is found in the office or factory environment, and is used to
switch local telephone calls and to connect calls to a nearby local serving exchange. In North America and
in many other places a PABX is privately owned.
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Figure 5.1 Energy and emotion distribution of human speech (From BSTJ, July 1931).

Laboratories (Ref. 2) defines it in the range of 200 Hz to 3300 Hz. We remain with the
CCITT/IEEE definition.

5.2.1 Human Voice

Human voice communication depends on the voice-generating mechanism of mouth
and throat being the initial transmitter, and the acuity of the ear being the receiver.
Frequency components of the human voice extend down to some 20 Hz and as high
as 32,000 Hz. The lower frequency components carry the voice energy and the higher
frequency components carry emotion. Figure 5.1 shows a distribution of energy and
emotion of the typical human voice.

The human ear and many devices and components of the telecommunication network
tend to constrain this frequency range. Young people can hear sound out to about 18,000
Hz, and as we get older this range diminishes. People in their sixties may not be able
to hear sounds above 7000 Hz.

It is not the intent of the PSTN operator to provide high-fidelity communications
between telephone users, only intelligible connections. Not only is there the frequency
constraint of voice communications brought about by the human ear, but there are also con-
straints brought about by the subset transmitter (mouthpiece) and receiver (earpiece), and
the subscriber loop (depending on its length, condition, and make up). Then purposely the
electrical voice signal will then enter a low-pass filter limiting its high-frequency excur-
sion to 3400 Hz. The filter is in the input circuit of the multiplex equipment. Thus we say
that the voice channel or VF (voice-frequency) channel occupies the band from 300 Hz to
3400 Hz. Figure 5.2 shows the overall frequency response of a simulated telephone net-
work using the standard 500/2500 North American telephone subset.

5.3 OPERATION OF THE TELEPHONE SUBSET

A telephone subset consists of an earpiece, which we may call the receiver; the mouth-
piece, which we may call the transmitter; and some control circuitry in the telephone
cradle-stand. Figure 5.3 illustrates a telephone subset connected all the way through its
subscriber loop to the local serving exchange. The control circuits are aptly shown.
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Figure 5.2 Comparison of overall response of the North American 302 and 500/2500 telephone sets.
(From W. F. Tuffnell: 500-Type Telephone S, Bell Labs Record, Sept. 1951, copyright 1951 Bell Telephone
Laboratories.) Note: the 302 type subset is now obsolete (Ref. 3).

The hook-switch in Figure 5.3 (there are two) are the two little “knobs” that pop up
out of the cradle when the subset is lifted from its cradle. When the subset is replaced
in its cradle, these knobs are depressed. This illustrates the “on-hook” and “off-hook”
functions described earlier. The “dial-switch” represents the function of the telephone
dial. It simply closes and opens (i.e., makes contact, breaks contact). If a 1 is dialed,
there is a single break-and-make (the loop is opened and the loop is closed). When the
“loop is closed,” current flows; when open, current stops flowing. If, for instance, a 5
is dialed, there will be five break-and-make operations.
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5.3.1 Subset Mouthpiece or Transmitter

The mouthpiece converts acoustic energy (i.e., sound) into equivalent electric energy
by means of a carbon granule transmitter. The transmitter requires a direct current (dc)
voltage, a minimum of 3 V to 5 V, across its electrodes. We call this falk battery. In
modern systems it is supplied over the subscriber loop and derives from a battery source
at the local serving switch, as illustrated in Figure 5.3.

Current deriving from the local switch supply flows through the carbon grains or
granules, which are contained just below a diaphragm that hold the carbon granules in
place. This current flow occurs when the telephone is taken off-hook (i.e., out of its
cradle). When sound impinges on the diaphragm of the transmitter, resulting variations
of air pressure are transferred from the diaphragm to the carbon granules, and the resis-
tance of the electrical path through the carbon changes in proportion to the pressure.
A pulsating direct current in the subscriber loop results. The frequency response of the
carbon transmitter peaks between 800 Hz and 1000 Hz. This is illustrated in Figure 5.2.

5.3.2 Telephone Earpiece or Receiver

A typical receiver consists of a diaphragm of magnetic material, often soft iron alloy,
placed in a steady magnetic field supplied by a permanent magnet, and a varying mag-
netic field, caused by the voice currents flowing through the voice coils. Such voice
currents are alternating (ac) in nature and originate at the far-end telephone transmit-
ter. These currents cause the magnetic field of the receiver to alternately increase and
decrease, making the diaphragm move and respond to the variations. As a result, an
acoustic pressure wave is set up, reproducing, more or less exactly, the original sound
wave from the distant telephone transmitter. The telephone receiver, as a converter of
electrical energy to acoustic energy, has a comparatively low efficiency, on the order of
2% to 3%.

Sidetone is the sound of the talker’s voice heard in his own receiver. The sidetone
level must be controlled. When the level is high, the natural human reaction is for the
talker to lower his voice. Thus by regulating the sidetone, talker levels can be regulated.
If too much sidetone is fed back to the receiver, the output level of the transmitter is
reduced, owing to the talker lowering his/her voice, thereby reducing the level (voice
volume) at the distant receiver, deteriorating performance.

5.4 SUBSCRIBER LOOP DESIGN

5.4.1 Basic Design Considerations

We speak of the telephone subscriber as the user of the subset. As mentioned in Sec-
tion 1.3, telephone subscribers are connected via a subscriber loop to a local serving
switch, which can connect a call to another subscriber served by that same switch or
via other switches through the PSTN to a distant called subscriber. The subscriber loop
is a wire pair. Present-day commercial telephone service provides for both transmission
and reception on the same pair of wires that connect the subscriber to the local serving
switch. In other words, it is two-wire operation.

The subscriber loop is a dc loop, in that it is a wire pair supplying a metallic path
for the following:2

2Metallic path is a path that is “metal,” usually copper or aluminum. It may be composed of a wire pair or
coaxial cable. We could have a radio path or a fiber optic path.
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1. Talk battery;

2. An ac ringing voltage for the bell or other alerting device on the telephone instru-
ment supplied from a special ringing voltage source;

3. Current to flow through the loop when the telephone subset is taken out of its
cradle (off-hook), which tells the switch that it requires “access” and causes line
seizure at the local serving switch; and

4. The telephone dial that, when operated, makes and breaks the dc current on the
closed loop, which indicates to the switching equipment the telephone number of
the distant telephone with which communication is desired.3

The typical subscriber loop is supplied its battery voltage by means of a battery feed
circuit, illustrated in Figure 5.3. Battery voltages have been standardized at —48 V dc.
It is a negative voltage, to minimize cathodic reaction, which is a form of corrosion that
can be a thermal noise source.

5.4.2 Subscriber Loop Length Limits

It is desirable from an economic standpoint to permit subscriber loop lengths to be as
long as possible. Thus the subscriber serving area could become very large. This, in
turn, would reduce the number of serving switches required per unit area, affording
greater centralization, less land to buy, fewer buildings, simpler maintenance, and so
forth. Unfortunately, there are other tradeoffs forcing the urban/suburban telecommu-
nication system designer into smaller serving areas and more switches.

The subscriber loop plant, sometimes called outside plant, is the largest single invest-
ment that a telecommunication company has. Physically, we can extend a subscriber
loop very long distances—?3, 10, 20, 50, or even 100 miles. Such loops require expen-
sive conditioning, which we will delve into later in this chapter. It is incumbent on
a telecommunication company to optimize costs to have the fewest possible specially
conditioned loops.

Two basic criteria, which limit loop length, must be considered when designing a
subscriber loop:

1. Attenuation (loss) limits; and
2. Resistance limits.

Attenuation (loss) must be limited to keep within loudness rating requirements. Loud-
ness rating was discussed in Section 3.2. If a subscriber loop has too much loss, the
telephone user signal level suffers, and the signal cannot be heard well enough. The
user may consider the connection unsatisfactory. In North America the maximum loss
objective is 8 dB for a subscriber loop. In some other countries that value is 7 dB.
Remember that it takes two subscriber loops to make a connection—the subscriber loop
of the calling subscriber and the loop of the called subscriber.

The attenuation is referenced to 1000 Hz in North America and 800 Hz elsewhere in
the world. In other words, when we measure loss, unless otherwise stated, it is measured
at the reference frequency. Loss (attenuation) is a function of the diameter of the copper
wire making up the pair and the length of the pair.

3Modern telephone subsets almost universally use a touch-tone pad, which transmits a unique two-tone signal
for each digit actuated. This type of subscriber address signaling is described in Chapter 7.
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Consider this example. We take a reel of 19-gauge (American wire gauge or AWG)
copper wire and connect a telephone transmitter at one end.* Now extend the reel, laying
out the wire along a track or road. At intervals somebody is assigned to talk on the
transmitter, and we test the speech level, say, every 5 km. At about 30 km the level of
the voice heard on the test receiver is so low that intelligible conversation is impossible.
What drops the level of the voice as the wire is extended is the loss, which is a function
of length.

Let us digress a moment and discuss American wire gauge or AWG. It is a standard-
ized method of measuring wire diameter. Just like the gauge on shotguns, as the AWG
number increases, the wire diameter decreases. The following equivalents will give us
a basic idea of AWG versus diameter:

American Wire Gauge Diameter (mm) Diameter (inches)

19 0.91 0.036
22 0.644 0.025
24 0.511 0.020
26 0.405 0.016
28 0.302 0.012

Signaling limits of a subscriber loop are based on dc resistance. When we go “off-hook”
with a telephone, a certain minimum amount of current must flow in the loop to actuate the
local serving switch. 20 mA is the generally accepted minimum loop current value in North
America. If subscriber loop current is below this value, we have exceeded the signaling
limits. Applying Ohm’s law, the loop resistance should not exceed 2400 . Budget 400 Q
for the battery feed bridge and we are left with 2000 Q for the loop itself. We must account
for the resistance of the subset wiring. Budget 300 Q for this. Thus the resistance of the
wire itself in the loop must not exceed 1700 Q.

Once we exceed the signaling limit (the loop resistance, wire only, exceeds 1700 Q),
when the telephone goes off-hook, no dial tone is returned. This just means that there is
insufficient loop current to actuate the switch, telling the switch we wish to make a call.
When there is sufficient current, the switch, in turn, returns the dial tone. When there is
insufficient loop current, we hear nothing. If we cannot effect signaling, the telephone
just will not operate. So between the two limiting factors, loss and resistance, resistance
is certainly the more important of the criteria.

5.4.3 Designing a Subscriber Loop

Figure 5.4 is a simplified model of a subscriber loop. Distance D in the figure is the
length of the loop. As mentioned earlier, D must be limited in length, owing to (1)
attenuation of the voice signal on the loop and (2) dc resistance of the loop for sig-
naling.

The maximum loop loss is taken from the national transmission plan.’ In North Amer-
ica, it is 8 dB measured at 1000 Hz. We will use the maximum resistance value calcu-
lated previously, namely, 1700 @ (wire only).

4A 19-gauge copper wire has a diameter of 0.91 mm.
S5National transmission plan for North America; see Bellcore, BOC Notes on the LEC Networks, latest edition
(Ref. 5).
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Figure 5.4 Subscriber loop model.

5.4.3.1 Calculating the Resistance Limit. To calculate the dc loop resistance for
copper conductors, the following formula is applicable:

0.1095

RdC = d2 H

5.1

where R4 = loop resistance (2 /mi) and d = diameter of the conductor (in).
If we want a 17-mile loop, allowing 100 Q per mile of loop (for the 1700-Q limit),
what diameter of copper wire would we need? Apply Eq. (5.1)

100 = 0.1095/d*
d* =0.1095/100 = 0.001095
d =0.0331 inches or 0.84 mm or about 19 gauge.

By applying resistance values from Table 5.1, we can calculate the maximum loop length
for 1700 © maximum signaling resistance. As an example, for a 26-gauge loop,

1700/83.5 = 20.359 kft or 20, 359 feet

This, then, is the signaling limit for 26-gauge (copper) subscriber loop. It is not the loss
(attenuation) limit, or what some call the transmission limit.

Another guideline in the design of subscriber loops is the minimum loop current
off-hook for effective subset operation. For instance, the Bell System 500-type subset
requires at least 20 mA for efficient operation.

5.4.3.2 Calculation of the Loss Limit. For our discussion here, the loss at 1000 Hz
of a subscriber loop varies with diameter of the wire and the length of the loop. Table 5.2
gives values of loss (attenuation) per unit length for typical subscriber low-capacitance
wire pair.

Table 5.1 Loop Resistance for Various Conductor Gauges

Ohms/1000 ft of Ohms/Mile of Ohms/km of
AWG Loop Loop Loop
28 132 697 433
26 83.5 440 268
24 51.9 274 168.5
22 32.4 171 106

19 16.1 85 53
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Table 5.2 Loss per Unit Length of Subscriber Wire Pairs

AWG Loss/1000 ft (dB) dB/km dB/mi
28 0.615 2.03 3.25
26 0.51 1.61 2.69
24 0.41 1.27 2.16
22 0.32 1.01 1.69
19 0.21 0.71 1.11
16 0.14 0.46 0.74

Work the following examples based on a maximum loss of 8 dB. Here we are to
calculate the maximum loop length for that 8-dB loss. Use simple division with the
values in column 2 of Table 5.2. The answers, of course, will be in kilofeet.

28 gauge 8/0.615 = 13.0 kft
26 gauge 8/0.51 = 15.68 kft
24 gauge 8/0.41 = 19.51 kft
22 gauge 8/0.32 = 25.0 kft
19 gauge 8/0.21 = 38.1 kft
16 gauge 8/0.14 = 57.14 kft

Copper is costly. Thus many telecommunication companies employ gauges with diam-
eters no greater than 22 gauge.

5.4.4 Extending the Subscriber Loop

In many situations, subscribers will reside outside of the maximum subscriber loop
lengths previously described. There are five generally accepted methods that can be
used to extend these maximums. They are:

Increasing conductor diameter (covered in the preceding text);

Using amplifiers and/or range extenders;®

Employing inductive loading;

Using digital subscriber line (DSL) techniques (covered in Chapter 6); and

AN

Employing remote concentrators or switches (see Section 4.3).

Amplifiers in the subscriber loop extend the transmission range. Perhaps better said,
they compensate for loop loss. Commonly such amplifiers are set for about 7-dB gain.
Care must be used to assure that dc signaling is not lost.

5.4.4.1 Inductive Loading. Inductive loading of a subscriber loop (or metallic VF
trunk) tends to reduce the transmission loss at the expense of amplitude-frequency
response beyond 3000 Hz to 3400 Hz, depending on the loading technique employed.
Loading a particular subscriber loop (or metallic pair trunk) consists of inserting series
inductances (loading coils) into the loop at fixed distance intervals. Adding load coils
tends to:

6A range extender increases the battery voltage to either —84 or —96 V dc. In some texts the term loop
extender is used rather than range extender.
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Table 5.3 Code for Load Coil Spacing

Code Spacing Spacing
Letter (ft) (m)
A 700 213.5
B 3000 915
C 929 283.3
D 4500 13725
E 5575 1700.4
F 2787 850
H 6000 1830
X 680 207.4
Y 2130 649.6

¢ Decrease the velocity of propagation;’

o Increase impedance.

Loaded cables are coded according to the spacing of the load coils. The standard
code for the spacing of load coils is shown in Table 5.3. Loaded cables typically are
designated 19H44, 24B88, and so forth. The first number indicates the wire gauge, the
letter is taken from Table 5.3 and is indicative of the spacing, and the third number
is the inductance of the load coil in millihenries (mH). For example, 19H66 cable has
been widely used in Europe for long-distance operation. Thus this cable has 19-gauge
wire pairs with load coils inserted at 1830-m (6000-ft) intervals with coils of 66-mH
inductance. The most commonly used spacings are B, D, and H.

Table 5.4 will be useful in calculating the attenuation (loss) of loaded loops for a
given length. For example, in 19H8S, the last entry in the table, the attenuation per
kilometer is 0.26 dB (0.42 dB per statute mile). Thus for our 8-dB loop loss limit, we
have 8/02.6, limiting the loop to 30.77 km (19.23 mi).

When determining signaling limits in loop design, add about 15 Q per load coil as
a series resister. In other words, the resistance values of the series load coils must be
included in the total loop resistance.

5.4.5 “Cookbook” Design Methods for Subscriber Loops

5.4.5.1 Resistance Design Concept. Resistance design (RD) dates back to the
1960s and has since been revised. It was basic North American practice. Our inclu-
sion of resistance design helps understand the “cookbook’ design concept. At the time
of its inception, nearly all local serving area switches could handle loops up to 1300
Q resistance. In virtually every case, if the RD rules were followed there would be
compliance with the attenuation limit of 8 dB. The maximum resistance limit defines
a perimeter around a local switch which is called the resistance design boundary. For
subscribers outside this boundary served by the switch, long-route design (LRD) rules
were imposed. LRD is briefly covered in Section 5.4.5.2.
The following additional terms dealing with RD are based on Ref. 5.

TVelocity of propagation is the speed (velocity) that an electrical signal travels down a particular transmission
medium.
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Mutual Type Loop Attenuation
Diameter AWG Capacitance of Resistance at 1000 Hz
(mm) No. (nF/km) Loading (@ /km) (dB/km)
0.32 28 40 None 433 2.03
50 None 2.27
0.40 40 None 277 1.62
50 H66 1.42
50 H88 1.24
0.405 26 40 None 270 1.61
50 None 1.79
40 H66 273 1.25
50 H66 1.39
40 H88 274 1.09
50 H88 1.21
0.50 40 None 177 1.30
50 H66 180 0.92
50 H88 181 0.80
0.511 24 40 None 170 1.27
50 None 1.42
40 H66 173 0.79
50 H66 0.88
40 H88 174 0.69
50 H88 0.77
0.60 40 None 123 1.08
50 None 1.21
40 H66 126 0.58
50 H88 127 0.56
0.644 22 40 None 107 1.01
50 None 1.12
40 H66 110 0.50
50 H66 0.56
40 H88 111 0.44
0.70 40 None 90 0.92
50 H66 0.48
40 H88 94 0.37
0.80 40 None 69 0.81
50 H66 72 0.38
40 H88 73 0.29
0.90 40 None 55 0.72
0.91 19 40 None 53 0.71
50 None 0.79
40 H44 55 0.31
50 H66 56 0.29
50 H88 57 0.26

Source: ITT, Outside Plant, Telecommunication Planning Documents.

(Courtesy of Alcatel.) (Ref. 4)

1. Resistance design limit is the maximum value of loop resistance to which the RD
method is applicable. The value was set at 1300 Q primarily to control transmission
loss. In the revised resistance design (RRD) plan, this value is increased to 1500 2.

2. Switch supervisory limit is the conductor loop resistance beyond which the oper-
ation of the switch supervisory equipment (loop signaling equipment) is uncertain.

3. Switch design limit. With RD procedures, this limit was set at 1300 @ (in RRD

it is increased to 1500 Q).
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4. The design loop is the subscriber loop under study for a given distribution area
to which the switch design limit is applied to determine conductor sizes (i.e., gauges or
diameters). It is normally the longest loop in the cable of interest.

5. The theoretical design is the subscriber cable makeup consisting of the two finest
(smallest in diameter) standard consecutive gauges necessary in the design loop to meet
the switch design limit.

The application of resistance design to subscriber loops begins with three basic steps:
(1) determination of the resistance design boundary, (2) determination of the design loop,
and (3) selection of the cable gauge(s) to meet design objectives.

The resistance design boundary is applied in medium and high subscriber density
areas. LRD procedures are applied in areas of sparser density (e.g., rural areas).

The design loop length is based on local and forecast service requirements. The
planned ultimate longest loop length for the project under consideration is the design
loop, and the theoretical design and gauge(s) selection are based on it.

The theoretical design is used to determine the wire gauge or combinations of gauges
for any loop. If more than one gauge is required, Ref. 6 states that the most economical
approach, neglecting existing plant, is the use of the two finest consecutive standard
gauges that meet a particular switch design limit. The smaller of the two gauges is
usually placed outward from the serving switch because it usually has a larger cross
section of pairs. Since the design loop length has been determined, the resistance per kft
(or km) for each gauge may be determined from Tables 5.1, 5.2, and 5.4. The theoretical
design can now be calculated from the solution of two simultaneous equations.

The following example was taken from Ref. 6. Suppose we wished to design a 32-kft
loop with a maximum loop resistance of 1300 Q. If we were to use 24-gauge copper
pair, Table 5.1 shows that we exceed the 1300-Q limit; if we use 22 gauge, we are
under the limit by some amount. Therefore, what combination of the two gauges in
series would just give us 1300 © ? The loop requires five H66 load coils, each of which
has a 9-Q resistance. It should be noted that the 1300-Q limit value does not include
the resistance of the telephone subset.

Let X = the kilofeet value of the length of the 24-gauge pair and Y = the kilofeet
value of the length of the 22-gauge pair. Now we can write the first equation:

X +Y =32 kft.

Table 5.1 shows the resistance of a 24-gauge wire pair as 51.9 Q /kft, and for a 22-
gauge wire pair as 32.4 Q /kft. We can now write a second simultaneous equation:

51.9X +32.4Y +5(9) = 1300 Q
X =11.2 kft of 24-gauge cable
Y =32 — X =20.8 kft of 22-gauge cable

(See Appendix B for the solution of simultaneous equations.)

We stated earlier that if the resistance design rules are followed, the North American
8-dB objective loss requirement will be met for all loops. However, to ensure that this
is the case, these additional rules should be followed:

e Inductive load all loops over 18 kft long.
« Limit the cumulative length of all bridged taps on nonloaded loops to 6 kft or less.
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Ref. 6 recommends H88 loading where we know the spacing between load coils is
6000 ft with a spacing tolerance of +120 ft. Wherever possible it is desirable to take
deviations greater than =120 ft on the short side so that correction may later be applied
by normal build-out procedures.

The first load section out from the serving switch is 3000 ft for H66/H88 loading. In
the measurement of this length, due consideration should be given to switch wiring so
that the combination is equivalent to 3000 ft. It should be remembered that the spacing
of this first coil is most critical to achieve acceptable return loss and must be placed as
close to the recommended location as physically and economically possible.

5.4.5.2 Long-Route Design (LRD). The long route design procedure uses several
zones corresponding to the resistance of the loop in excess of 1300 Q. Of course, each
subscriber loop must be able to carry out the supervisory signaling function and meet
the 8-dB maximum loop attenuation rule (North America). LRD provides for a specific
combination of fixed-gain devices (VF repeaters/amplifiers) to meet the supervision and
loss criteria.

On most long loops a range extender with gain is employed at the switch. A range ex-
tender (loop extender) boosts the standard —48 V by an additional 36 V to 48 V, an
amplifier provides a gain of from 3 dB to 6 dB. Inductive loading is H88. Any combi-
nation of cable gauges may be used between 19 and 26 gauge.

5.4.6 Current North American Loop Design Rules

There are three subscriber loop design methods in this category: (1) RRD (revised resis-
tance design), (2) MLRD (modified long-route design), and (3) CREG (concentration
range extender with gain).

5.4.6.1 Revised Resistance Design (RRD). RRD covers subscriber loops as long as
24 kft. Loop length is broken down into two ranges—from O ft to 18,000 ft, where the
maximum loop resistance is 1300 €, and from 18,000 ft to 24,000 ft, where the maxi-
mum loop resistance is 1500 Q. H88 loading is used on loops longer than 18,000 ft.
Two gauge combinations may be employed selected from the following three wire
gauges: 22, 24, and 26 gauge.

5.4.6.2 Modified Long-Route Design (MLRD). Loop resistances up to 1500 Q are
served by RRD procedures. The range beyond 1500 Q is served by MLRD, CREG (see
the following subsection), or DLC (digital loop carrier; see Chapter 6).

Under MLRD loop resistances from 1500 € to 2000 @ are placed in the RZ18 category
and require 3-dB gain. The loop resistance range from 2000 © to 2800  is designated
RZ28, and loops in this range require 6-dB gain. New switches have range extenders with
gain that automatically switch their gain setting to provide the 3-dB or 6-dB net gain as
required. This automatic switching removes the need to maintain and administer transmis-
sion zones. From this standpoint, MLRD a single range-extended zone.

5.4.6.3 Concentration with Range Extension and Gain (CREG). The CREG plan
is designed for use with finer gauge copper pair cable. It can accomplish this by pro-
viding VF amplifier gain behind a stage of switching concentration. It employs H88
loading beyond 1500 Q. Any two gauges in the combination of 22, 24, or 26 gauge
may be employed. Gain and range extension applies only to loops beyond the 1500-Q
demarcation.
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5.4.6.4 Digital Loop Carrier (DLC). Of the three long-route design techniques, dig-
ital loop carrier is the most attractive, especially for facilities greater than 28,000 ft.
Many of these DLC systems are based on T1 digital techniques (described in Chapter
6) with specially designed terminals. One such T1 system can serve up to 40 subscriber
loops over a single repeatered line consisting of two wire pairs, one for transmission in
one direction and one for transmission in the other direction. Such a system is typically
used on long routes when relatively high subscriber density is forecast for the planning
period and when such feeder routes would require expansion.®

Another advantage of DLC is that it can provide improved transmission loss distribu-
tions. One such system displays a 1000-Hz transmission loss of 2 dB between a serving
switch and a remote terminal regardless of the length of the digital section. The low
insertion loss of the digital portion of such systems allows up to 6 dB to be apportioned
to the analog subscriber loop distribution plant (Ref. 5).

5.5 DESIGN OF LOCAL AREA WIRE-PAIR TRUNKS (JUNCTIONS)

5.5.1 Introduction

Exchanges in a common local area often are connected in a full-mesh topology (see
Section 1.3.7, a definition of full mesh). Historically, depending on distance and cer-
tain other economic factors, these trunks used VF (analog wire-pair) transmission over
cable. In North America, this type of transmission is phasing out in favor of a digital
connectivity. However, analog wire-pair transmission still persists in a number of parts
of the world, and especially outside of North America. In the United Kingdom the term
Jjunction is used for trunks serving the local area, whether analog or digital.

There are notably fewer trunks than subscriber lines for which they serve. This is
due to the concentration at a local serving switch. The ratio of trunks to subscriber lines
varies from 3 to 25. Because there are fewer trunks, more investment can be made on
this portion of the plant. Losses are generally kept around 2 dB and return losses are
well over 24 dB because of excellent impedance matches. These low trunk insertion
losses can be accomplished by several means, such as using larger diameter wire pairs,
employing VF amplifiers, and inductive loading.

5.5.2 Inductive Loading of Wire-Pair Trunks (Junctions)

The approach to inductive loading of wire-pair trunks is similar to that for loading sub-
scriber loops. The distance (D) between load coils is all important. The spacing (D)
should not vary more than £2% from the specified spacing.

The first load coil is spaced D/2 from an exchange main frame, where D is the specified
distance between load coils (see Table 5.3).° Take the case of H loading, for instance. The
distance between load coil points is 6000 ft (1830 m), but the first load coil is place at D/2
or 3000 ft (915 m) from the exchange. Then if the exchange is by-passed by some of the
pairs, a full-load section exists. This concept is illustrated in Figure 5.5.

8Planning period refers to telecommunication planning. Here we mean advanced planning for growth.
Planning periods may be 5, 10, or 15 years in advance of an installation date.

9Main frame is a facility, often a frame at a switching center, where all circuits terminate and where they
may be cross connected. In other words, this is a location where we can get physical or virtual access to
a circuit and where we may reconfigure assets. Main frames in local serving switches often are extremely
large, where 10,000 or more subscriber lines terminate.
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Figure 5.5 Loading of VF trunks (junctions).

Now consider this example. A loaded 500-pair VF trunk cable extends across town. A
new switching center is to be installed along the route where 50 pairs are to be dropped
and 50 inserted. It would be desirable to establish the new switch midway between
load points. At the switch, 450 circuits will by-pass the office (switch). Using this D/2
technique, these circuits need no conditioning; they are full-load sections (i.e., D/2 +
D/2 = 1D, a full-load section). Meanwhile, the 50 circuits entering from each direction
are terminated for switching and need conditioning so that each looks electrically like
a full-load section. However, the physical distance from the switch out to the first load
point is D/2 or, in the case of H loading, 3000 ft or 915 m. To make the load coil
distance electrically equivalent to 6000 ft or 1830 m, line build-out (LBO) is used.
LBO is described in Section 5.5.2.1.

Suppose that the location of a new switching center was such that it was not halfway,
but at some other fractional distance. For the section comprising the shorter distance,
LBO is used. For the other, longer run, often a half-load coil is installed at the switching
center and LBO is added to trim up the remaining electrical distance.

5.5.2.1 Line Build-Out (LBO). In many instances the first (and last) load coil cannot
be placed at a D/2 distance from a switch or the separation between load coils cannot
be D within tolerance. The reasons for the inability of an installation crew to meet the
siting requirements are varied. Buildings could be in the way; the right-of-way requires
a detour; hostile cable ground conditions exist; and so forth. In these cases, we install
the load coil at a distance less than D/2 and use LBO (line build out).

Line build-out networks are used to increase the electrical length of a wire-pair cable
section. These networks range in complexity from a simple capacitor, which simulates
the capacitance of the missing cable length, to artificial cable sections. Network com-
plexity increases as the frequency range over which the network has to operate increases.
There is no comparable simple means to shorten the electrical length of a cable section.
LBO can also be used for impedance matching (Ref. 7).

5.5.3 Local Trunk (Junction) Design Considerations

The basic considerations in the design of local trunks (junctions) are loss, stability, sig-
naling, noise, and cost. Each are interrelated such that a change in value of one may
affect the others. This forces considerable reiteration in the design process, and such
designs are often a compromise.

One major goal is to optimize return loss on trunk facilities. This turns out to be a
more manageable task than that required in the subscriber distribution plant. In North
America the characteristic impedance of local wire trunks in most cases is 900
in series with a 2.16-uF capacitor to match the impedance of the local (end-offices)
exchanges. It should be pointed out that some tandem and intertandem trunks connect
to 600-Q tandem switches.
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Figure 5.6 Simplified block diagram of a VF repeater.

5.6 VF REPEATERS (AMPLIFIERS)

Voice frequency (VF) repeaters (amplifiers) in telephone terminology imply the use of
unidirectional amplifiers on VF trunks.!® With one approach on a two-wire trunk, two
amplifiers are used on each pair connected by a hybrid at the input and a hybrid at the
output. A simplified block diagram is shown in Figure 5.6.

The gain of a VF repeater can be run up as high as 20 dB or 25 dB, and originally they
were used at 50-mi intervals on 19-gauge loaded cable in the long-distance (toll) plant.
Today they are seldom found on long-distance circuits, but they do have application on
local trunk circuits where the gain requirements are considerably less. Trunks using VF
repeaters have the repeater’s gain adjusted to the equivalent loss of the circuit minus the
4-dB loss to provide the necessary singing margin. In practice, a repeater is installed at
each end of the trunk circuit to simplify maintenance and power feeding. Gains may be
as high as 6-8 dB.

Another repeater commonly used on two-wire trunks is the negative-impedance re-
peater. This repeater can provide a gain as high as 12 dB, but 7 or 8 dB is more com-
mon in practice. The negative-impedance repeater requires an LBO at each port and is a
true, two-way, two-wire repeater. The repeater action is based on regenerative feedback
of two amplifiers. The advantage of negative-impedance repeaters is that they are trans-
parent to dc signaling. On the other hand, VF repeaters require a composite arrangement
to pass dc signaling. This consists of a transformer by-pass (Ref. 7).

REVIEW EXERCISES

1. Define the voice channel using the band of frequencies it occupies from the CCITT
perspective. What is its bandwidth?

2. Where does the sensitivity of a telephone set peak (i.e., at about what frequency)
from a North American perspective? from a CCITT perspective?

3. A local serving switch provides a battery voltage source for the subscriber loop.
What is the nominal voltage of this battery? Name at least three functions that this
emf source provides.

4. A subscriber loop is designed basically on two limiting conditions (impairments).
What are they?

10VF or voice frequency refers to the nominal 4-kHz analog voice channel defined at the beginning of this
chapter.
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What is the North American maximum loss objective for the subscriber loop?

What happens when we exceed the “signaling” limit on a subscriber loop?

7. What are the two effects that a load coil has on a subscriber loop or a metallic
VF trunk?
8. Using resistance design or revised resistance design, our only concern is resistance.
What about loss?
9. What is the switch design limit of RD? of RRD?
10. Where will we apply long-route design (LRD)?
11. Define a range extender.
12. With RRD, on loops greater than 1500 @2, what expedients do we have using stan-
dardized design rules?
13. What kind of inductive loading is used with RRD?
14. Beyond what limit on a subscriber loop is it advisable to employ DLC?
15. For VF trunks, if D is the distance between load coils, why is the first load coil
placed at D/2 from the exchange?
16. Define a main frame.
17. What does line build-out do?
18. What are the two types of VF repeaters that may be used on VF trunks or sub-
scriber loops? What are practical gain values used on these amplifiers?
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6

DIGITAL NETWORKS

6.1 INTRODUCTION TO DIGITAL TRANSMISSION

The concept of digital transmission is entirely different from its analog counterpart. With
an analog signal there is continuity, as contrasted with a digital signal that is concerned
with discrete states. The information content of an analog signal is conveyed by the value
or magnitude of some characteristic(s) of the signal such as amplitude, frequency, or phase
of a voltage; the amplitude or duration of a pulse; the angular position of a shaft; or the
pressure of a fluid. To extract the information it is necessary to compare the value or mag-
nitude of the signal to a standard. The information content of a digital signal is concerned
with discrete states of the signal, such as the presence or absence of a voltage, a contact in
an open or closed position, a voltage either positive- or negative-going, or that a light is on
or off. The signal is given meaning by assigning numerical values or other information to
the various possible combinations of the discrete states of the signal (Ref. 1).

The examples of digital signals just given are all binary. Of course, with a binary
signal (a bit), the signal can only take on one of two states. This is very provident for
several reasons. First, or course, with a binary system, we can utilize the number base
2 and apply binary arithmetic, if need be. The other good reason is that we can use a
decision circuit where there can only two possible conditions. We call those conditions
alandao.

Key to the principal advantage of digital transmission is the employment of such sim-
ple decision circuits. We call them regenerators. A corrupted digital signal enters on one
side, and a good, clean, nearly perfect square-wave digital signal comes out the other
side. Accumulated noise on the corrupted signal stops at the regenerator. This is the prin-
cipal disadvantage of analog transmission: noise accumulates. Not so with digital trans-
mission.

Let’s list some other advantages of binary digital transmission. It is compatible with
the integrated circuits (ICs) such as LSI, VLSI, and VHSIC. PCs are digital. A digital
signal is more tolerant of noise than its analog counterpart. It remains intelligible under
very poor error performance, with bit error rates typically as low as 1 x 1072 for voice
operation. The North American PSTN is one hundred percent digital. The remainder of
the industrialized world should reach that goal by the turn of the century.

The digital network is based on pulse code modulation (PCM). The general design
of a PCM system was invented by Reeve, an ITT engineer from Standard Telephone
Laboratories (STL), in 1937, while visiting a French ITT subsidiary. It did not become
a reality until Shockley’s (Bell Telephone Laboratories) invention of the transistor. Field
trials of PCM systems were evident as early as 1952 in North America.

111
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PCM is a form of time division multiplex. It has revolutionized telecommunications.
Even our super-high fidelity compact disk (CD) is based on PCM.

6.1.1 Two Different PCM Standards

As we progress through this chapter, we must keep in mind that there are two quite
different PCM standards. On the one hand there is a North American standard, which
some call T1; we prefer the term DS1 PCM hierarchy. The other standard is the E1l
hierarchy, which we sometimes refer to as the “European” system. Prior to about 1988,
E1 was called CEPT30+2, where CEPT stood for Conference European Post and Tele-
graph (from the French). Japan has sort of a hybrid system. We do not have to travel
far in the United States to encounter the E1 hierarchy—just south of the Rio Grande
river (Mexico).

6.2 BASIS OF PULSE CODE MODULATION

Let’s see how we can develop an equivalent PCM signal from an analog signal, typified
by human speech. Our analog system model will be a simple tone, say, 1200 Hz, which
we represent by a sine wave. There are three steps in the development of a PCM signal
from that analog model:

1. Sampling;
2. Quantization; and
3. Coding.

6.2.1 Sampling

The cornerstone of an explanation of how PCM works is the Nyquist sampling theorem
(Ref. 2), which states:

If a band-limited signal is sampled at regular intervals of time and at a rate equal to or
higher than twice the highest significant signal frequency, then the sample contains all the
information of the original signal. The original signal may then be reconstructed by use of
a low-pass filter.

Consider some examples of the Nyquist sampling theorem from which we derive the
sampling rate:

1. The nominal 4-kHz voice channel: sampling rate is 8000 times per second (i.e.,
2 x 4000);

2. A 15-kHz program channel: sampling rate is 30,000 times per second (i.e., 2 X
15,000);!

3. An analog radar product channel 56-kHz wide: sampling rate is 112,000 times per
second (i.e., 2 X 56,000).

LA program channel is a communication channel that carries radio broadcast material such as music and
commentary. It is a facility offered by the PSTN to radio and television broadcasters.
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Figure 6.1 A PAM wave as a result of sampling a single sinusoid.

Our interest here, of course, is the nominal 4-kHz voice channel sampled 8000 times a
second. By simple division, a sample is taken every 125 usec, or 1-second/8000.

6.2.1.1 Pulse Amplitude Modulation (PAM) Wave. With several exceptions, prac-
tical PCM systems involve time-division multiplexing. Sampling in these cases does
not just involve one voice channel but several. In practice, one system (T1) samples 24
voice channels in sequence and another (E1) samples 30 voice channels. The result of
the multiple sampling is a pulse amplitude modulation (PAM) wave. A simplified PAM
wave is shown in Figure 6.1. In this case, it is a single sinusoid (sine wave). A simpli-
fied diagram of the processing involved to derive a multiplex PAM wave is shown in
Figure 6.2. For simplicity, only three voice channels are sampled sequentially.

The sampling is done by gating. It is just what the term means, a “gate” is opened
for a very short period of time, just enough time to obtain a voltage sample. With the
North American DS1 (T1) system, 24 voice channels are sampled sequentially and are
interleaved to form a PAM-multiplexed wave. The gate is open about 5.2 us (125/24)
for each voice. The full sequence of 24 channels is sampled successively from channel
1 through channel 24 in a 125-us period. We call this 125-us period a frame, and inside
the frame all 24 channels are successively sampled just once.

Another system widely used outside of the United States and Canada is E1, which
is a 30-voice-channel system plus an additional two service channels, for a total of 32
channels. By definition, this system must sample 8000 times per second because it is
also optimized for voice operation, and thus its frame period is 125 us. To accommodate
the 32 channels, the gate is open 125/32 or about 3.906 pus.

6.2.2 AQuantization

A PCM system simply transmits to the distant end the value of a voltage sample at
a certain moment in time. Our goal is to assign a binary sequence to each of those
voltage samples. For argument’s sake we will contain the maximum excursion of the
PAM wave to within +1 V to —1 V. In the PAM waveform there could be an infinite
number of different values of voltage between +1 V and —1 V. For instance, one value
could be —0.3875631 V. To assign a binary sequence to each voltage value, we would
have to construct a code of infinite length. So we must limit the number of voltage values
between +1 V and —1 V, and the values must be discrete. For example, we could set 20
discrete values between +1 V and —1 V, with each value at a discrete 0.1-V increment.

Because we are working in the binary domain, we select the total number of discrete
values to be a binary number multiple (i.e., 2, 4, 8, 16, 32, 64, 128, etc.). This facili-
tates binary coding. For instance, if there were four values, they would be as follows: 00,



114 DIGITAL NETWORKS

Analog
speech signals
Channel 1
Sampler
PCM
PAM line
signals signals
Channel 2
P Quantizer _ﬂmm_m
"'%MHV—"( (Z-— and
y encoder
1
Channel 3
D™
Transmitter
(a)
Reconstructed analog
speech signals
Channet 1
Sampler | TN AT
oo il
line PAM
signals signals Channel 2
/f
0 1 WW%W_L ) HONADN
\\
Channel 3
AN AT
oy \liii e
Receiver

(5)

Figure 6.2 A simplified analogy of formation of a PAM wave. (Courtesy of GTE Lenkurt Demodulator,
San Carlos, CA.)

01, 10, and 11. This is a 2-bit code. A 3-bit code would yield eight different binary
numbers. We find, then, that the number of total possible different binary combinations
given a code of n binary symbols (bits) is 2". A 7-bit code has 128 different binary
combinations (i.e., 27 = 128).

For the quantization process, we want to present to the coder a discrete voltage value.
Suppose our quantization steps were on 0.1-V increments and our voltage measure for one
sample was 0.37 V. That would have to be rounded off to 0.4 V, the nearest discrete value.
Note here that there is a 0.03-V error, the difference between 0.37 V and 0.40 V.

Figure 6.3 shows one cycle of the PAM wave appearing in Figure 6.1, where we
use a 4-bit code. In the figure a 4-bit code is used that allows 16 different binary-coded
possibilities or levels between +1 V and —1 V. Thus we can assign eight possibilities
above the origin and eight possibilities below the origin. These 16 quantum steps are
coded as follows:
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STEP STEP
NUMBER CODE NUMBER CODE
0 0000 8 1000
1 0001 9 1001
2 0010 10 1010
3 0011 11 1011
4 0100 12 1100
5 0101 13 1101
6 0110 14 1110
7 0111 15 1111

Examining Figure 6.3 shows that step 12 is used twice. Neither time it is used is it the
true value of the impinging sinusoid voltage. It is a rounded-off value. These rounded-
off values are shown with the dashed lines in Figure 6.3, which follows the general
outline of the sinusoid. The horizontal dashed lines show the point where the quantum
changes to the next higher or lower level if the sinusoid curve is above or below that
value. Take step 14 in the curve, for example. The curve, dropping from its maximum,
is given two values of 14 consecutively. For the first, the curve resides above 14, and
for the second, below. That error, in the case of 14, from the quantum value to the true
value is called quantizing distortion. This distortion is a major source of imperfection
in PCM systems.

Let’s set this discussion aside for a moment and consider an historical analogy. One
of my daughters was having trouble with short division in school. Of course her Dad
was there to help. Divide 4 into 13. The answer is 3 with a remainder. Divide 5 into
22 and the answer is 4 with a remainder. Of course she would tell what the remainders
were. But for you, the reader, I say let’s just throw away the remainders. That which
we throw away is the error between the quantized value and the real value. That which
we throw away gives rise to quantization distortion.

In Figure 6.3, maintaining the —1, 0, +1 volt relationship, let us double the number
of quantum steps from 16 to 32. What improvement would we achieve in quantization
distortion? First determine the step increment in millivolts in each case. In the first case
the total range of 2000 mV would be divided into 16 steps, or 125 mV/step. The second
case would have 2000/32 or 62.5 mV/step. For the 16-step case, the worst quantizing
error (distortion) would occur when an input to be quantized was at the half-step level
or, in this case, 125/2 or 62.5 mV above or below the nearest quantizing step. For the
32-step case, the worst quantizing error (distortion) would again be at the half-step level,
or 62.5/2 or 31.25 mV. Thus the improvement in decibels for doubling the number of
quantizing steps is

20 log 3125

=20 log 2 or 6 dB (approximately).

This is valid for linear quantization only. Thus increasing the number of quantizing
steps for a fixed range of input values reduces quantizing distortion accordingly.

Voice transmission presents a problem. It has a wide dynamic range, on the order
of 50 dB. That is the level range from the loudest syllable of the loudest talker to
lowest-level syllable of the quietest talker. Using linear quantization, we find it would
require 2048 discrete steps to provide any fidelity at all. Since 2048 is 2!!, this means we
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Figure 6.4 Simple graphic representation of compression. Six-bit coding, eight six-bit sequences per
segment.

would need an 11-bit code. Such a code sampled 8000 times per second leads to
88,000-bps equivalent voice channel and an 88-kHz bandwidth, assuming 1 bit per Hz.
Designers felt this was too great a bit rate/bandwidth.

They turned to an old analog technique of companding. Companding derives from
two words: compression and expansion. Compression takes place on the transmit side
of the circuit; expansion on the receive side. Compression reduces the dynamic range
with little loss of fidelity, and expansion returns the signal to its normal condition. This
is done by favoring low-level speech over higher-level speech. In other words, more
code segments are assigned to speech bursts at low levels than at the higher levels,
progressively more as the level reduces. This is shown graphically in Figure 6.4, where
eight coded sequences are assigned to each level grouping. The smallest range rises only
0.0666 V from the origin (assigned to 0-V level). The largest extends over 0.5 V, and
it is assigned only eight coded sequences.

6.2.3 Coding

Older PCM systems used a 7-bit code, and modern systems use an 8-bit code with its
improved quantizing distortion performance. The companding and coding are carried out
together, simultaneously. The compression and later expansion functions are logarith-
mic. A pseudologarithmic curve made up of linear segments imparts finer granularity to
low-level signals and less granularity to the higher-level signals. The logarithmic curve
follows one of two laws, the A-law and the u-law (pronounced mu-law). The curve for
the A-law may be plotted from the formula:

Fa(x) Alx] 0< e <
_x = —_— S _x S —
A 1 +In(A) A
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) ( 1+1n(A)> a Skt



118 DIGITAL NETWORKS

where A = 87.6. (Note: The notation In indicates a logarithm to the natural base called
e. Its value is 2.7182818340.) The A-law is used with the E1 system. The curve for the
u-law is plotted from the formula:

In(1 + )
Fu0 ==+

where x is the signal input amplitude and g = 100 for the original North American T1
system (now outdated), and 255 for later North American (DS1) systems and the CCITT
24-channel system (CCITT Rec. G.733). (See Ref. 3).

A common expression used in dealing with the “quality” of a PCM signal is signal-to-
distortion ratio (S/D, expressed in dB). Parameters A and p, for the respective compand-
ing laws, determine the range over which the signal-to-distortion ratio is comparatively
constant, about 26 dB. For A-law companding, an S/D = 37.5 dB can be expected (A
= 87.6). And for p-law companding, we can expect S/D =37 dB (u = 255) (Ref. 4).

Turn now to Figure 6.5, which shows the companding curve and resulting coding
for the European E1 system. Note that the curve consists of linear piecewise segments,
seven above and seven below the origin. The segment just above and the segment just
below the origin consist of two linear elements. Counting the collinear elements by the

Segment Code 1
6 1T111XXXX
112 l
1 |
3 (V)
5 96 1 110XXXX /2 |
f
(V) l
4 go 1101 XXXX / 4 |
2 §(V) |
3 ga 1 100XxXXx g [ |
]—(\/)
2 45 1011XXXX L \
1A |
9 32 1010XXxx g} \
ga V! |
1001XXXX 1 , X |
0 | 7V TV TV V)
1000X XXX | | | | 1
.
000
0 1 X X X

Figure 6.5 The 13-segment approximation of the A-law curve used with E1 PCM equipment.
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Figure 6.6 The European E1 system, coding of segment 4 (positive).

origin, there are 16 segments. Each segment has 16 8-bit PCM codewords assigned.
These are the codewords that identify the voltage level of a sample at some moment
in time. Each codeword, often called a PCM “word,” consists of 8 bits. The first bit
(most significant bit) tells the distant-end receiver if the sample is a positive or negative
voltage. Observe that all PCM words above the origin start with a binary 1, and those
below the origin start with a binary 0. The next 3 bits in sequence identify the segment.
There are eight segments (or collinear equivalents) above the origin and eight below
(23 = 8). The last 4 bits, shown in the figure as XXXX, indicate exactly where in a
particular segment that voltage line is located.

Suppose the distant-end received the binary sequence 11010100 in an E1 system. The
first bit indicates that the voltage is positive (i.e., above the origin in Figure 6.5). The
next three bits, 101, indicate that the sample is in segment 4 (positive). The last 4 bits,
0100, tell the distant end where it is in that segment as illustrated in Figure 6.6. Note that
the 16 steps inside the segment are linear. Figure 6.7 shows an equivalent logarithmic
curve for the North American DS1 system.2 It uses a 15-segment approximation of the
logarithmic p-law curve (u = 255). The segments cutting the origin are collinear and
are counted as one. So, again, we have a total of 16 segments.

The coding process in PCM utilizes straightforward binary codes. Examples of such
codes are illustrated in Figure 6.5, and expanded in Figure 6.6 and Figure 6.7.

The North American DS1 (T1) PCM system uses a 15-segment approximation of the
logarithmic p-law (u = 255), shown in Figure 6.7. The segments cutting the origin are
collinear and are counted as one. As can be seen in Figure 6.7, similar to Figure 6.5,
the first code element (bit), whether a 1 or a 0, indicates to the distant end whether the
sample voltage is positive or negative, above or below the horizontal axis. The next
three elements (bits) identify the segment and the last four elements (bits) identify the
actual quantum level inside the segment.

6.2.3.1 Concept of Frame. As is illustrated in Figure 6.2, PCM multiplexing is car-
ried out with the sampling process, sampling the analog sources sequentially. These

sources may be the nominal 4-kHz voice channels or other information sources that

2More popularly referred to as T1.
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Figure 6.7 Piecewise linear approximation of the u-law logarithmic curve used with the DS1 format.

have a 4-kHz bandwidth, such as data or freeze-frame video. The final result of the sam-
pling and subsequent quantization and coding is a series of electrical pulses, a serial bit
stream of 1s and Os that requires some identification or indication of the beginning of a
sampling sequence. This identification is necessary so that the far-end receiver knows
exactly when the sampling sequence starts. Once the receiver receives the “indication,”
it knows a priori (in the case of DS1) that 24 eight-bit slots follow. It synchronizes the
receiver. Such identification is carried out by a framing bit, and one full sequence or
cycle of samples is called a frame in PCM terminology.

Consider the framing structure of the two widely implemented PCM systems: the
North American DS1 and the European E1. The North American DS1 system is a 24-
channel PCM system using 8-level coding (e.g., 28 = 256 quantizing steps or distinct
PCM code words). Supervisory signaling is “in-band” where bit 8 of every sixth frame
is “robbed” for supervisory signaling.3-> The DS1 format shown in Figure 6.8 has one
bit added as a framing bit. (This is that indication to tell the distant end receiver where
the frame starts.) It is called the “S” bit. The DS1 frame then consists of:

(8 x 24) +1 =193 bits,

3“In-band,” an unfortunate expression harking back to the analog world.

4In the DS1 system it should be noted that in each frame that has bit 8 “robbed,” 7-bit coding is used versus
8-bit coding employed on the other five frames.

SSupervisory signaling is discussed in Chapter 7. All supervisory signaling does is tell us if the channel is
busy or idle.
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The S-bit is time-shared between terminal framing {F)) and signal framing (Fs).

Figure 6.8 DS1 signal format.

making up a full sequence or frame. By definition, 8000 frames are transmitted per
second (i.e., 4000 x 2, the Nyquist sampling rate), so the bit rate of DSI is:

193 x 8000 = 1, 544, 000 bps or 1.544 Mbps.

The E1 European PCM system is a 32-channel system. Of the 32 channels, 30
transmit speech (or data) derived from incoming telephone trunks and the remaining
2 channels transmit synchronization-alignment and signaling information. Each channel
is allotted an 8-bit time slot (TS), and we tabulate TS O through 31 as follows:

TS TYPE OF INFORMATION
0 Synchronizing (framing)
1-15 Speech
16 Signaling
17-31 Speech

In TS 0 a synchronizing code or word is transmitted every second frame, occupying
digits 2 through 8 as follows:

0011011

In those frames without the synchronizing word, the second bit of TS 0 is frozen at
a 1 so that in these frames the synchronizing word cannot be imitated. The remaining
bits of TS 0 can be used for the transmission of supervisory information signals [Ref.
16].

Again, El in its primary rate format transmits 32 channels of 8-bit time slots. An El
frame therefore has 8 X 32 = 256 bits. There is no framing bit. Framing alignment is
carried out in TS 0. The E1 bit rate to the line is:
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256 x 8000 = 2,048, 000 bps or 2.048 Mbps

Framing and basic timing should be distinguished. “Framing” ensures that the PCM
receiver is aligned regarding the beginning (and end) of a bit sequence or frame; “tim-
ing” refers to the synchronization of the receiver clock, specifically, that it is in step
with its companion far-end transmit clock. Timing at the receiver is corrected via the
incoming “1”-to-“0” and “0”-to-“1” transitions. It is mandatory that long periods of
no transitions do not occur. This important point is discussed later in reference to line
codes and digit inversion.

6.3 PCM SYSTEM OPERATION

PCM channel banks operate on a four-wire basis. Voice channel inputs and outputs to
and from a PCM multiplex channel bank are four-wire, or must be converted to four-
wire in the channel bank equipment. Another term commonly used for channel bank
is codec, which is a contraction for coder-decoder even though the equipment carries
out more functions than just coding and decoding. A block diagram of a typical codec
(PCM channel bank) is shown in Figure 6.9.

A codec accepts 24 or 30 voice channels, depending on the system used; digitizes
and multiplexes the information; and delivers a serial bit stream to the line of 1.544
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Figure 6.9 Simplified functional block diagram of a PCM codec or channel bank.

OA transition in this context is a change of electrical state. We often use the term “mark” for a binary 1 and
“space” for a binary 0. The terms mark and space come from old-time automatic telegraphy and have been
passed on through the data world to the parlance of digital communications technology.
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Mbps or 2.048 Mbps. It accepts a serial bit stream at one or the other modulation rate,
demultiplexes the digital information, and performs digital-to-analog conversion. Out-
put to the analog telecommunications network is the 24 or 30 nominal 4-kHz voice
channels. Figure 6.9 illustrates the processing of a single analog voice channel through
a codec. The voice channel to be transmitted is first passed through a 3.4-kHz low-pass
filter. The output of the filter is fed to a sampling circuit. The sample of each channel of
a set of n channels (n usually equals 24 or 30) is released in turn to the pulse amplitude
modulation (PAM) highway. The release of samples is under control of a channel gating
pulse derived from the transmit clock. The input to the coder is the PAM highway. The
coder accepts a sample of each channel in sequence and then generates the appropri-
ate 8-bit signal character corresponding to each sample presented. The coder output is
the basic PCM signal that is fed to the digit combiner where framing-alignment signals
are inserted in the appropriate time slots, as well as the necessary supervisory signaling
digits corresponding to each channel (European approach), and are placed on a com-
mon signaling highway that makes up one equivalent channel of the multiplex serial
bit stream transmitted to the line. In North American practice supervisory signaling is
carried out somewhat differently, by “bit robbing,” as previously mentioned, such as bit
8 in frame 12. Thus each equivalent voice channel catries its own signaling.

On the receive side the codec accepts the serial PCM bit stream, inputting the digit
separator, where the signal is regenerated and split, delivering the PCM signal to four
locations to carry out the following processing functions: (1) timing recovery, (2) decod-
ing, (3) frame alignment, and (4) signaling (supervisory). Timing recovery keeps the
receive clock in synchronism with the far-end transmit clock. The receive clock pro-
vides the necessary gating pulses for the receive side of the PCM codec. The frame-
alignment circuit senses the presence of the frame-alignment signal at the correct time
interval, thus providing the receive terminal with frame alignment. The decoder, under
control of the receive clock, decodes the code character signals corresponding to each
channel. The output of the decoder is the reconstituted pulses making up a PAM high-
way. The channel gate accepts the PAM highway, gating the n-channel PAM highway
in sequence under control of the receive clock. The output of the channel gate is fed, in
turn, to each channel filter, thus enabling the reconstituted analog voice signal to reach
the appropriate voice path. Gating pulses extract signaling information in the signaling
processor and apply this information to each of the reconstituted voice channels with
the supervisory signaling interface as required by the analog telephone system in ques-
tion.

6.4 LINE CODE

When PCM signals are transmitted to the cable plant, they are in the bipolar mode, as
illustrated in Figure 6.10. The marks or 1s have only a 50% duty cycle. There are some
advantages to this mode of transmission.

e No dc return is required; thus transformer coupling can be used on the line.

o The power spectrum of the transmitted signal is centered at a frequency equivalent
to half the bit rate.

It will be noted in bipolar transmission that the Os are coded as absence of pulses
and 1s are alternately coded as positive and negative pulses, with the alternation taking
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Figure 6.10 Neutral versus bipolar bit streams. The upper diagram illustrates alternating 1s and Os trans-
mitted in the neutral mode; the lower diagram the equivalent in the bipolar mode, which is also called
alternate mark inversion or AMI. Note that in the neutral mode, the 0 state is inactive, 0 volts. Neutral
transmission is discussed in Chapter 10.

place at every occurrence of a 1. This mode of transmission is also called alternate
mark inversion (AMI).

One drawback to straightforward AMI transmission is that when a long string of
0Os is transmitted (e.g., no transitions), a timing problem may arise because repeaters
and decoders have no way of extracting timing without transitions. The problem can be
alleviated by forbidding long strings of 0s. Codes have been developed that are bipolar
but with N Os substitution; they are called “BNZS” codes. For instance, a B6ZS code
substitutes a particular signal for a string of six 0s. B8ZS is used on subscriber loop
carrier and inserts a violation after a string of 8 zeros.

Another such code is the HDB3 code (high-density binary 3), where the 3 indicates
substitution for binary sequences with more than three consecutive 0s. With HDB3, the
second and third Os of the string are transmitted unchanged. The fourth O is transmitted
to the line with the same polarity as the previous mark sent, which is a “violation” of
the AMI concept. The first 0 may or may not be modified to a 1, to ensure that the
successive violations are of opposite polarity. HDB3 is used with European E series
PCM systems and is similar to B3ZS.

6.5 SIGNAL-TO-GAUSSIAN-NOISE RATIO ON PCM REPEATERED LINES

As mentioned earlier, noise accumulation on PCM systems is not a crucial issue.
However, this does not mean that Gaussian noise (or crosstalk or impulse noise) is
unimportant.” Indeed, it will affect error performance expressed as error rate. Errors are
cumulative, and as we go down a PCM-repeatered line, the error performance degrades.
A decision in error, whether a 1 or a 0, made anywhere in the digital system, is not recov-
erable. Thus such an incorrect decision made by one regenerative repeater adds to the
existing error rate on the line, and errors taking place in subsequent repeaters further
down the line add in a cumulative manner, thus deteriorating the received signal.

In a purely binary transmission system, if a 22-dB signal-to-noise ratio is maintained,
the system operates nearly error free.® In this respect, consider Table 6.1.

As discussed in Section 6.4, PCM, in practice, is transmitted on-line with alternate
mark inversion (in the bipolar mode). The marks (1s) have a 50% duty cycle, permitting
signal energy concentration at a frequency equivalent to half the transmitted bit rate.

TGaussian noise is the same as thermal noise.
81t is against the laws of physics to have a completely error-free system.
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Table 6.1 Error Rate of a Binary Transmission System
Versus Signal-to-rms-Noise Ratio

Error Rate S/N (dB) Error Rate S/N (dB)

1072 13.5 1077 20.3
1073 16.0 10-8 21.0
1074 17.5 1079 21.6
103 18.7 10-10 22.0
1076 19.6 10~ 22.2

Thus it is advisable to add 1 dB or 2 dB to the values shown in Table 6.1 to achieve
the desired error performance in a practical system.

6.6 REGENERATIVE REPEATERS

As we are probably aware, pulses passing down a digital transmission line suffer atten-
uation and are badly distorted by the frequency characteristic of the line. A regenerative
repeater amplifies and reconstructs such a badly distorted digital signal and develops a
nearly perfect replica of the original at its output. Regenerative repeaters are an essen-
tial key to digital transmission in that we could say that the “noise stops at the re-
peater.”

Figure 6.11 is a simplified block diagram of a regenerative repeater and shows typi-
cal waveforms corresponding to each functional stage of signal processing. As illus-
trated in the figure, at the first stage of signal processing is amplification and equaliza-
tion. With many regenerative repeaters, equalization is a two-step process. The first is
a fixed equalizer that compensates for the attenuation-frequency characteristic (attenu-
ation distortion), which is caused by the standard length of transmission line between
repeaters (often 6000 ft or 1830 m). The second equalizer is variable and compensates
for departures between nominal repeater section length and the actual length as well as
loss variations due to temperature. The adjustable equalizer uses automatic line build-
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Input Amplifier \
_—

and ' Regenerator
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Figure 6.11 Simplified functional block diagram of a regenerative repeater for use with PCM cable
systems.
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out (ALBO) networks that are automatically adjusted according to characteristics of the
received signal.®

The signal output of the repeater must be precisely timed to maintain accurate pulse
width and space between the pulses. The timing is derived from the incoming bit stream.
The incoming signal is rectified and clipped, producing square waves that are applied to
the timing extractor, which is a circuit tuned to the timing frequency. The output of the
circuit controls a clock-pulse generator that produces an output of narrow pulses that
are alternately positive and negative at the zero crossings of the square-wave input.

The narrow positive clock pulses gate the incoming pulses of the regenerator, and
the negative pulses are used to run off the regenerator. Thus the combination is used to
control the width of the regenerated pulses.

Regenerative repeaters are the major source of timing jitter in a digital transmission
system. Jitter is one of the principal impairments in a digital network, giving rise to pulse
distortion and intersymbol interference. Jitter is discussed in more detail in Section 6.9.2.

Most regenerative repeaters transmit a bipolar (AMI) waveform (see Figure 6.10).
Such signals can have one of three possible states in any instant in time: positive, zero
or negative (volts), and are often designated +, 0, —. The threshold circuits are gates to
admit the signal at the middle of the pulse interval. For instance, if the signal is positive
and exceeds a positive threshold, it is recognized as a positive pulse. If it is negative and
exceeds a negative threshold, it is recognized as a negative pulse. If it has a (voltage)
value between the positive and negative voltage thresholds, it is recognized as a 0 (no
pulse).

When either threshold is exceeded, the regenerator is triggered to produce a pulse
of the appropriate duration, polarity, and amplitude. In this manner the distorted input
signal is reconstructed as a new output signal for transmission to the next repeater or
terminal facility.

6.7 PCM SYSTEM ENHANCEMENTS

6.7.1 Enhancements to DS1

The PCM frame rate is 8000 frames a second. With DS1, each frame has one framing bit.
Thus 8000 framing bits are transmitted per second. With modern processor technology,
all of the 8000 framing bits are not needed to keep the system frame-aligned. Only
one-quarter of the 8000 framing bits per second are actually necessary for framing and
the remainder of the bits, 6000 bits per second, can be used for other purposes such
as on-line gross error detection and for a maintenance data link. To make good use of
these overhead bits, DS1 frames are taken either 12 or 24 at a time. These groupings are
called superframe and extended superframe, respectively. The extended superframe, in
particular, provides excellent facilities for on-line error monitoring and troubleshooting.

6.7.2 Enhancements to E1

Remember that timeslot 0 in the E1 format is the synchronization channel, with a chan-
nel bit rate of 64 kbps. Only half of these bits are required for synchronization; the
remainder, 32 kbps, is available for on-line error monitoring, for a data channel for

9Line buildout is the adding of capacitance and/or resistance to a transmission line to look “electrically”
longer or shorter than it actually is physically.
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remote alarms. These remote alarms tell the system operator about the status of the
distant PCM terminal.

6.8 HIGHER-ORDER PCM MULTIPLEX SYSTEMS

6.8.1 Introduction

Higher-order PCM multiplex is developed out of several primary multiplex sources.
Primary multiplex is typically DS1 in North America and E1 in Europe; some countries
have standardized on E1, such as most of Hispanic America. Not only are E1 and DS1
incompatible, the higher-order multiplexes, as one might imagine, are also incompatible.
First we introduce stuffing, describe some North American higher-level multiplex, and
then discuss European multiplexes based on the E1 system.

6.8.2 Stuffing and Justification

Stuffing (justification) is common to all higher-level multiplexers that we describe in the
following. Consider the DS2 higher-level multiplex. It derives from an M 12 multiplexer,
taking inputs from four 24-channel channel banks. The clocks in these channel banks are
free running. The transmission rate output of each channel bank is nominally 1,544,000
bps. However, there is a tolerance of 50 ppm (=77 bps). Suppose all four DS1 inputs were
operating on the high side of the tolerance or at 1,544,077 bps. The input to the M12 mul-
tiplexer is a buffer. It has a finite capacity. Unless bits are read out of the buffer faster than
they are coming in, at some time the buffer will overflow. This is highly undesirable. Thus
we have bit stuffing.

Stuffing in the output aggregate bit stream means adding extra bits. It allows us to
read out of a buffer faster than we write into it.

In Ref. 1 the IEEE defines stuffing bits as “bits inserted into a frame to compensate for
timing differences in constituent lower rate signals.” CCITT uses the term justification.
Figure 6.12 illustrates the stuffing concept.

6.8.3 North American Higher-Level Multiplex

The North American digital hierarchy is illustrated in Figure 6.13. The higher-level mul-
tiplexers are type-coded in such a way that we know the DS levels (e.g., DS1, DS1C,
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Figure 6.12 Pulse stuffing synchronization. (From Ref. 5, Figure 29-2.)
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Figure 6.13 The North American Digital Hierarchy.

DS2, DS3, DS4) that are being combined. For instance, the M34 multiplexer takes four
DS3 bit streams at its input to form the DS4 bit stream at its output. We describe the
operation of the M12 multiplexer because it typifies the series.

The formation of the second-level North American multiplex, DS2, from four DS1
inputs is shown in Figure 6.14. There are four inputs to the M12 multiplexer, each
operating at the nominal 1.544 Mbps rate. The output bit rate is 6.312 Mbps. Now
multiply 1.544 Mbps by 4 and get 6.176 Mbps. In other words, the output of the M12
multiplexer is operating 136 kbps faster than the aggregate of the four inputs. Some of
these extra bits are overhead bits and the remainder are stuff bits. Figure 6.15 shows
the makeup of the DS2 frame.

The M12 multiplex frame consists of 1176 bits. The frame is divided into four 294-
bit subframes, as illustrated in Figure 6.15. There is a control bit word that is distributed
throughout the frame and that begins with an M bit. Thus each subframe begins with
an M bit. There are four M bits forming the series 011X, where the fourth bit (X),
which may be a 1 or a 0, may be used as an alarm indicator bit. When transmitted as
a 1, no alarm condition exists. When it is transmitted as a 0, an alarm is present. The
011 sequence for the first three M bits is used in the receiving circuits to identify the
frame.

It is noted in Figure 6.15 that each subframe is made up of six 49-bit blocks. Each
block starts with a control bit, which is followed by a 48-bit block of information. Of
these 48 bits, 12 bits are taken from each of the four input DS1 signals. These are
interleaved sequentially in the 48-bit block. The first bit in the third and sixth block is
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Figure 6.14 The formation of the DS2 signal from four DS1 signals in an M12 multiplexer.

designated an F bit. The F bits are a 0101 ... sequence used to identify the location of
the control bit sequence and the start of each block of information bits.

6.8.4 Euopean E1 Digital Hierarchy

The E1 hierarchy is identified in a similar manner as the DS1 hierarchy. E1 (30 voice
channels) is the primary multiplex; E2 is the second level and is derived from four Els.
Thus E2 contains 120 equivalent digital voice channels. E3 is the third level and it is
derived from four E2 inputs and contains 480 equivalent voice channels. E4 derives from
four E3 formations and contains the equivalent of 1920 voice channels. International
digital hierarchies are compared in Table 6.2. Table 6.3 provides the basic parameters
for the formation of the E2 level in the European digital hierarchy.
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Figure 6.15 Makeup of a DS2 frame.
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Table 6.2 Higher-Level PCM Multiplex Comparison

Level

System Type 1 2 3 4 5
North American T/D type 1 2 3 4

Numer of voice channels 24 96 672 4032

Line bit rate (Mbps) 1.544 6.312 44.736 274.176
Japan

Number of voice channels 24 96 480 1440 5760

Line bit rate (Mbps) 1.544 6.312 32.064 97.728 400.362
Europe

Number of voice channels 30 120 480 1920

Line bit rate (Mbps) 2.048 8.448 34.368 139.264

Source: Ref. 11.

Table 6.3 8448-kbps Digital Multiplexing Frame Structure Using

Positive/Zero/Negative Justification

Tributary bit rate (kbit/s) 2048
Number of tributaries 4
Frame Structure Bit Number
Set |
Frame-alignment signal (11100110) 1to 8
Bits from tributaries 9 to 264
Set Il
Justification control bits C;¢ (see Note) 1t04
Bits for service functions 5t0 8
Bits from tributaries 9 to 264
Set Il
Justification control bits C;o (see Note) 1to4
Spare bits 5t08
Bits from tributaries 9 to 264
Set IV
Justification control bits C;3 (see Note) 1to 4
Bits from tributaries available for negative justification 5t0 8
Bits from tributaries available for positive justification 9to 12
Bits from tributaries 12 to 264
Frame length 1056 bits
Frame direction 125 us
Bits per tributary 256 bits
Maximum justification rate per tributary 8 kbps

Note: Cj, indicates nth justification control bit of the jth tributary.
Source: Table 1/G.745, CCITT Rec. G.745, p. 437, Fascicle l11.4, IXth Plenary Assembly,

Melbourne, 1988 (Ref. 6).
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CCITT Rec. G.745 (Ref. 6) recommends cyclic bit interleaving in the tributary (i.e.,
E1 inputs) numbering order and positive/zero/negative justification with two-command
control.!% The justification control signal is distributed and the Cj;, bits (n =1, 2, 3; see
Table 6.3) are used for justification control bits.

Positive justification is indicated by the signal 111, transmitted in each of two con-
secutive frames. Negative justification is indicated by the signal 000, also transmitted
in each of two consecutive frames. No-justification is indicated by the signal 111 in one
frame and 000 in the next frame. Bits 5, 6, 7, and 8 in Set IV (Table 6.3) are used
for negative justification of tributaries 1, 2, 3, and 4, respectively, and bits 9 to 12 for
positive justification of the same tributaries.

Besides, when information from tributaries 1, 2, 3, and 4 is not transmitted, bits 5,
6, 7, and 8 in Set IV are available for transmitting information concerning the type
of justification (positive or negative) in frames containing commands of positive jus-
tification and intermediate amount of jitter in frames containing commands of nega-
tive justification.!! The maximum amount of justification rate per tributary is shown in
Table 6.3.

6.9 LONG-DISTANCE PCM TRANSMISSION

6.9.1 Transmission Limitations

Digital waveforms lend themselves to transmission by wire pair, coaxial cable, fiber-
optic cable, and wideband radio media. The PCM multiplex format using an AMI sig-
nal was first applied to wire-pair cable (see Section 5.5). Its use on coaxial cable is
now deprecated in favor of fiber-optic cable. Each transmission medium has limita-
tions brought about by impairments. In one way or another each limitation is a func-
tion of the length of a link employing the medium and the transmission rate (i.e., bit
rate). We have discussed loss, for example. As loss increases (i.e., between regenera-
tive repeaters), signal-to-noise ratio suffers, directly impacting bit error performance.
The following transmission impairments to PCM transmission are covered: jitter, dis-
tortion, noise, and crosstalk. The design of long-distance digital links is covered in
Chapter 9.

6.9.2 Jitter and Wander

In the context of digital transmission, jitter is defined as short-term variation of the
sampling instant from its intended position in time or phase. Longer-term variation of
the sampling instant is called wander. Jitter can cause transmission impairments such
as:

o Displacement of the ideal sampling instant. This leads to a degradation in system
error performance;
« Slips in timing recovery circuits, manifesting in degraded error performance;

« Distortion of the resulting analog signal after decoding at the receive end of the
circuit.

10positive/zero/negative justification. This refers to stuffing to compensate for input channel bit rates that
are either too slow, none necessary, or too fast.
U jitter; see Section 6.9.2.
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Think of jitter as minute random motion of a timing gate. Timing gates are shown in
the lower-right-hand corner of Figure 6.11. An analogy is a person with shaky hands
trying to adjust a screw with a screwdriver.

The random phase modulation, or phase jitter, introduced at each regenerative
repeater accumulates in a repeater chain and may lead to crosstalk and distortion on the
reconstructed analog signal. In digital switching systems, jitter on the incoming lines is
a potential source of slips.!2 Jitter accumulation is a function of the number of regener-
ative repeaters in tandem. Keep in mind that switches, fiber optic receivers, and digital
radios are also regenerative repeaters.

Certainly by reducing the number of regenerative repeaters in tandem, we reduce
jitter accordingly. Wire-pair systems transporting PCM at the DS1 rate have repeaters
every 6000 ft (1830 m). If we are to reduce jitter, wire pair is not a good candidate for
long circuits. On the other hand, fiber optic systems, depending on design and bit rate,
have repeaters every 40 miles to 200 miles (64 km to 320 km). This is another reason
why fiber optic systems are favored for long-haul application. Line-of-sight microwave
radio, strictly for budgeting purposes, may have repeaters every 30 miles (48 km), so
it, too, is a candidate for long-haul systems. Satellite radio systems have the potential
for the least number of repeaters per unit length.

6.9.3 Distortion

On metallic transmission links, such as coaxial cable and wire-pair cable, line charac-
teristics distort and attenuate the digital signal as it traverses the medium. There are
three cable characteristics that create this distortion: (1) loss, (2) amplitude distortion
(amplitude-frequency response), and (3) delay distortion. Thus the regenerative repeater
must provide amplification and equalization of the incoming digital signal before regen-
eration. There are also trade-offs between loss and distortion on the one hand and
repeater characteristics and repeater section length on the other.

6.9.4 Thermal Noise

As in any electrical communication system, thermal noise, impulse noise, and crosstalk
affect system design. Because of the nature of a binary digital system, these impair-
ments need only be considered on a per-repeater-section basis because noise does not
accumulate due to the regenerative process carried out at repeaters and nodes. Bit errors
do accumulate, and these noise impairments are one of the several causes of errors. One
way to limit error accumulation is to specify a stringent bit error rate (BER) requirement
for each repeater section. Up to several years ago, repeater sections were specified with
a BER of 1 x 107°. Today a BER of 1 x 107!° to 1 x 107!? is prevalent in the North
American network.

It is interesting to note that PCM provides intelligible voice performance for an error
rate as low as 1 in 100 (1 x 10~2). However, the bottom threshold (worst tolerable) BER
is one error in one thousand (1 x 107%) at system endpoints. This value is required to
ensure correct operation of supervisory signaling. The reader should appreciate that such
degraded BER values are completely unsuitable for data transmission over the digital
network.

128lips are a major impairment in digital networks. Slips and slip rate are discussed in Section 12.7.
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6.9.5 Crosstalk

Crosstalk is a major impairment in PCM wire-pair systems, particularly when “go” and
“return” channels are carried in the same cable sheath. The major offender of single-
cable operation is near-end crosstalk (NEXT). When the two directions of transmission
are carried in separate cables or use shielded pairs in a common cable, far-end crosstalk
(FEXT) becomes dominant.

One characteristic has been found to be a major contributor to poor crosstalk coupling
loss. This is the capacitance imbalance between wire pairs. Stringent quality control
during cable manufacture is one measure to ensure that minimum balance values are
met.

6.10 DIGITAL LOOP CARRIER

Digital subscriber loop carrier is a method of extending the metallic subscriber plant
by using one or more DS1 configurations. As an example, the SLC-96 uses four DS1
configurations to derive an equivalent of 96 voice channels.

The digital transmission facility used by a DLC system may be repeatered wire-
pair cable, optical fibers, either or both combined with digital multiplexers, or other
appropriate media. In Bellcore terminology, the central office termination (COT) is the
digital terminal colocated with the local serving switch. The RT is the remote terminal.
The RT must provide all of the features to a subscriber loop that the local serving switch
normally does, such as supervision, ringing, address signaling, both dial pulse and touch
tone, and so on (Ref. 7).

6.10.1 New Versions of DSL

ADSL, or asymmetric digital subscriber line, as described by Bellcore, provides 1.544
Mbps service “downstream,” meaning from the local serving switch to the subscriber,
out to 18,000 ft (5500 m). In the upstream direction 16 kbps service is furnished. Such
service has taken on new life in providing a higher bit rate for Internet customers.

There is an ANSI version of ADSL that can provide 6 Mbps downstream service
using a complex digital waveform and devices called automatic equalizers to improve
bandwidth characteristics, particularly amplitude and phase distortion. The upstream bit
rate can be as high as 640 kbps. Some manufacturers purport to be able to extend this
service out to 12,000 kft (3700 m).

6.11 DIGITAL SWITCHING

6.11.1 Advantages and Issues of Digital Switching

There are both economic and technical advantages to digital switching; in this context
we refer to PCM switching. The economic advantages of time-division PCM switching
include the following:

o There are notably fewer equivalent cross points for a given number of lines and
trunks than in a space-division switch.

o A PCM switch is of considerably smaller size.
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o It has more common circuitry (i.e., common modules).

o It is easier to achieve full availability within economic constraints.
The technical advantages include the following:

o It is regenerative (i.e., the switch does not distort the signal; in fact, the output
signal is “cleaner” than the input).

o It is noise-resistant.
o It is computer-based and thus incorporates all the advantages of SPC.

o The binary message format is compatible with digital computers. It is also com-
patible with signaling.

o A digital exchange is lossless. There is no insertion loss as a result of a switch
inserted in the network.

o It exploits the continuing cost erosion of digital logic and memory; LSI, VLSI, and
VHSIC insertion.!3

Two technical issues may be listed as disadvantages:

1. A digital switch deteriorates error performance of the system. A well-designed
switch may only impact network error performance minimally, but it still does it.

2. Switch and network synchronization, and the reduction of wander and jitter, can
be gating issues in system design.

6.11.2 Approaches to PCM Switching

6.11.2.1 General. A digital switch’s architecture is made up of two elements, called
T and S, for time-division switching (T) and space-division switching (S), and can be
made up of sequences of T and S. For example, the AT&T No. 4 ESS is a TSSSST
switch; No. 3 EAX is an SSTSS; and the classic Northern Telecom DMS-100 is TSTS-
folded. Many of these switches (e.g., DMS-100) are still available.

One thing these switches have in common is that they had multiple space (S) stages.
This has now changed. Many of the new switches, or enhanced versions of the switches
just mentioned, have very large capacities (e.g., 100,000 lines) and are simply TST or
STS switches.

We will describe a simple time switch, a space switch, and methods of making up
an architecture combining T and S stages. We will show that designing a switch with
fairly high line and trunk capacity requires multiple stages. Then we will discuss the
“new look™ at the time stage.

6.11.2.2 Time Switch. On a conceptual basis, Figure 6.16 shows a time-switch or
time-slot interchanger (TSI). A time-slot is the 8-bit PCM word. Remember, it expresses
the voltage value of a sample taken at a certain moment in time. Of course, a time-slot
consists of 8 bits. A time-slot represents one voice channel, and the time-slot is repeated
8000 times a second (with different binary values of course). DS1 has 24 time slots in
a frame, one for each channel. E1 has 32 time slots.

I3VHSIC stands for very high speed integrated circuit.
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|A|B|C|D|E|F|G|H A|B|C|D|E|F|G]|H]

Figure 6.16 A time-division switch, which we call a time-slot interchanger (TSl). Connectivity shown is
from user C in the incoming slot C to user G in outgoing slot G.

The time duration of an 8-bit time slot in each case is (125 psec)/24 =5.2083 usec for
the DS1 case, and (125 psec)/32 = 3.906 usec for the El case. Time-slot interchanging
involves moving the data contained in each time slot from the incoming bit stream to an
outgoing bit stream, but with a different time-slot arrangement in the outgoing stream, in
accordance with the destination of each time slot. What is done, of course, is to generate
a new frame for transmission at the appropriate switch outlet.

Obviously, to accomplish this, at least one time slot must be stored in memory (write)
and then called out of memory in a changed position (read). The operations must be con-
trolled in some manner, and some of these control actions must be kept in memory together
with the software managing such actions. Typical control functions are time-slot “idle” or
“busy.” Now we can identify three of the basic functional blocks of a time swtich:

1. Memory for speech;
2. Memory for control; and

3. Time-slot counter or processor.

These three blocks are shown in Figure 6.17. There are two choices in handling a time
switch: (1) sequential write, random read, as illustrated in Figure 6.17a, and (2) the
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Figure 6.17a Time-slot interchange: time switch (T). Seugential write, random read.
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Figure 6.17b Time-switch, time-slot interchange (T). Random write, sequential read.

reverse, namely, random write, sequential read as shown in Figure 6.17b. In the first
case, sequential write, the time slots are written into the speech memory as they appear
in the incoming bit stream. They are read out of the memory in the correct order for
the outgoing bit stream.

For the second case, random write (Figure 6.17b), the incoming time slots are written
into memory in the order of appearance in the outgoing bit stream. This means that the
incoming time slots are written into memory in the desired output order. The writing
of incoming time slots into the speech memory can be controlled by a simple time-slot
counter and can be sequential (e.g., in the order in which they appear in the incoming
bit stream, as in Figure 6.17a). The readout of the speech memory is controlled by the
control memory. In this case the readout is random where the time slots are read out
in the desired output order. The memory has as many cells as there are time slots. For
the DS1 example there would be 24 cells. This time switch, as shown, works well for a
single inlet—outlet switch. With just 24 cells, it can handle 23 stations besides the calling
subscriber, not an auspicious number.

How can we increase a switch’s capacity? Enter the space switch (S). Figure 6.18
affords a simple illustration of this concept. For example, time slot B; on the B trunk
is moved to the Z trunk into time-slot Z;; and time-slot C, is moved to trunk W into
time-slot W,. However, the reader should note that there is no change in the time-slot
position.

6.11.2.3 Space Switch. A typical time-division space switch (S) is shown in Figure
6.19. It consists of a cross point matrix made up of logic gates that allow the switching
of time slots in a spatial domain. These PCM time slot bit streams are organized by
the switch into a pattern determined by the required network connectivity. The matrix
consists of a number of input horizontals and output verticals with a logic gate at each
crosspoint. The array, as shown in the figure, has M horizontals and N verticals, and
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Figure 6.18 Space switch connects time slots in a spatial configuration.

we call it an M X N array. If M = N, the switch is nonblocking; If M > N, the switch
concentrates, and if M < N, the switch expands.

Return to Figure 6.19. The array consists of a number of (M) input horizontals and
(N) output verticals. For a given time slot, the appropriate logic gate is enabled and
the time slot passes from the input horizontal to the desired output vertical. The other
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Figure 6.19 Time-division space switch cross point array showing enabling gates.
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horizontals, each serving a different serial stream of time slots, can have the same time
slot (e.g., a time slot from time slots number 1-24, 1-30, or 1 — n; e.g., time slot 7
on each stream) switched into other verticals enabling their gates. In the next time-slot
position (e.g., time slot 8), a completely different path configuration could occur, again
allowing time slots from horizontals to be switched to selected verticals. The selection,
of course, is a function of how the traffic is to be routed at that moment for calls in
progress or being set up.

The space array (cross point matrix) does not switch time slots as does a time switch
(time-slot interchanger). This is because the occurrences of time slots are identical on
the horizontal and on the vertical. It switches in the space domain, not in the time
domain. The control memory in Figure 6.19 enables gates in accordance with its stored
information.

If an array has M inputs and N outputs, M and N may be equal or unequal depending
on the function of the switch on that portion of the switch. For a tandem or transit switch
we would expect M = N. For a local switch requiring concentration and expansion, M
and N would be unequal.

If, in Figure 6.19, if it is desired to transmit a signal from input 1 (horizontal) to
output 2 (vertical), the gate at the intersection would be activated by placing an enable
signal on S;, during the desired time-slot period. Then the eight bits of that time slot
would pass through the logic gate onto the vertical. In the same time slot, an enable
signal on Syy; on the Mth horizontal would permit that particular time slot to pass to
vertical 1. From this we can see that the maximum capacity of the array during any one
time-slot interval measured in simultaneous call connections is the smaller value of M
or N. For example, if the array is 20 x 20 and a time-slot interchanger is placed on
each input (horizontal) line and the interchanger handles 30 time slots, the array then
can serve 20 x 30 = 600 different time slots. The reader should note how the TSI mul-
tiplies the call-handling capability of the array when compared with its analog counter-
part.

6.11.2.4 Time-Space-Time Switch. Digital switches are composed of time and
space switches in any order.!* We use the letter T to designate a time-switching stage
and use S to designate a space switching stage. For instance, a switch that consists of
a sequence of a time-switching stage, a space-switching stage, and a time-switching
stage is called a TST switch. A switching consisting of a space-switching stage, a time-
switching stage, and a space-switching stage is designated an STS switch. There are
other combinations of T and S. As we mentioned earlier, the AT&T No. 4 ESS switch
is a good example. It is a TSSSST switch.

Figure 6.20 illustrates the time-space-time (TST) concept. The first stage of the switch
is the TSI or time stages that interchange time slots (in the time domain) between exter-
nal incoming digital channels and the subsequent space stage. The space stage pro-
vides connectivity between time stages at the input and output. It is a multiplier of call-
handling capacity. The multiplier is either the value for M or value for N, whichever is
smaller. We also saw earlier that space-stage time slots need not have any relation to
either external incoming or outgoing time slots regarding number, numbering, or posi-
tion. For instance, incoming time-slot 4 can be connected to outgoing time-slot 19 via
space network time-slot 8.

If the space stage of a TST switch is nonblocking, blocking in the overall switch
occurs if there is no internal space-stage time slot during which the link from the inlet

14The order is a switch designer’s decision.
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Figure 6.20 A time-space-time (TST) switch. TSI = time-slot interchanger.

time stage and the link to the outlet time stage are both idle. The blocking probability
can be minimized if the number of space-stage time slots is large. A TST switch is
strictly nonblocking if

[=2c—-1, (6.1)

where [ is the number of space-stage time slots and c is the number of external TDM
time slots (Ref. 3).

6.11.2.5 Space-Time-Space Switch. A space-time-space switch reverses the order
architecture of a TST switch. The STS switch consists of a space cross point matrix
at the input followed by an array of time-slot interchangers whose ports feed another
cross point matrix at the output. Such a switch is shown in Figure 6.21. Consider this
operational example with an STS. Suppose that an incoming time-slot 5 on port No. 1
must be connected to an output slot 12 at outgoing port 4. This can be accomplished by
time-slot interchanger No. 1, which would switch it to time-slot 12; then the outgoing
space stage would place that on outgoing trunk No. 4. Alternatively, time-slot 5 could
be placed at the input of TSI No. 4 by the incoming space switch, where it would be
switched to time-slot 12, and then out port No. 4.

6.11.2.6 TST Compared with STS. Both TST and STS switches can be designed
with identical call-carrying capacities and blocking probabilities. It can be shown that
a direct one-to-one mapping exists between time-division and space-division networks
(Ref. 3).

The architecture of TST switching is more complex than STS switching with space
concentration. The TST switch becomes more cost-effective because time expansion
can be achieved at less cost than space expansion. Such expansion is required as link
utilization increases because less concentration is acceptable as utilization increases.

It would follow, then, that TST switches have a distinct implementation advantage
over STS switches when a large amount of traffic must be handled. Bellamy (Ref. 3)
states that for small switches STS is favored due to reduced implementation complexi-
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Figure 6.21 A space-time-space switch.

ties. The choice of a particular switch architecture may be more dependent on such
factors as modularity, testability, and expandability.

One consideration that generally favors an STS implementation is the relatively sim-
pler control requirements. However, for large switches with heavy traffic loads, the
implementation advantage of the TST switch and its derivatives is dominant. A typical
large switch is the ATT No. 4 ESS, which has a TSSSST architecture and has the capa-
bility of terminating 107,520 trunks with a blocking probability of 0.5% and channel
occupancy of 0.7.

6.11.3 Review of Some Digital Switching Concepts

6.11.3.1 Early Ideas and New Concepts. In Section 6.11.2 the reader was prob-
ably led to believe that the elemental time-switching stage, the TSI, would have 24
or 30 time-slot capacity to match the North American DS1 rate of the “European” E1
rate, respectively. That means that a manufacturer would have to develop and produce
two distinct switches, one to satisfy the North American market and one for the Euro-
pean market. Most switch manufacturers made just one switch with a common internal
switching network, the time and space arrays we just discussed. For one thing, they
could map five DS1 groups into four E1 groups, the common denominator being 120
DSO0/EO (64-kbps channels). Peripheral modules cleaned up any differences remaining,
such as signaling. The “120” is a number used in AT&T’s 4ESS. It maps 120 eight-
bit time slots into 128 time slots. The eight time slots of the remainder are used for
diagnostic and maintenance purposes (Ref. 8).

Another early concept was a common internal bit rate, to be carried on those “high-
ways” we spoke about or on junctors.!> At the points of interface that a switch has with
the outside world, it must have 8-bit time slots in DS1 (or high-level multiplex) or E1
(or higher: E2, E3) frames each 125 ps in duration. Inside the switch was another mat-
ter. For instance, with Nortel’s DMS-100 the incoming 8-bit time slot was mapped into
a 10-bit time slot, as shown in Figure 6.22.16 The example used in the figure is DSI.

I5Junctor is a path connecting switching networks internal to a switch.
16Nortel was previously called Northern Telecom.
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Figure 6.22 Bit mapping in the DMS-100, DS1 to DMS. DMS is the internal bit rate/structure. MSB =
most significant bit; LSB = least significant bit.

Note in Figure 6.22 that one bit is a parity bit (bit 0) and the other appended bit (bit
1) carries the supervisory signaling information, telling the switch whether the time slot
is idle or busy.!7 Bits 2 through 9 are the bits of the original 8-bit time slot. Because
Nortel in their DMS-100 wanted a switch that was simple to convert from El to DSI,
they built up their internal bit rate to 2.560 Mbps as follows: 10 bits per time slot, 32
time slots x 8000 (the frame rate) or 2.560 Mbps.!8 This now can accommodate E1, all
32 channels. As mentioned, 5 DS1s are easily mapped into 4 Els and vice versa.

Another popular digital switch is AT&T’s SESS, which maps each 8-bit time slot
into a 16-bit internal PCM word. It actually appends eight additional bits onto the 8-bit
PCM word, as shown in Figure 6.23.

6.11.3.2 Higher-Level Multiplex Structures Internal to a Digital Switch. We pic-
tured a simple time-slot interchanger switch with 24 eight-bit time slots to satisfy DS1
requirements. It would meet the needs of 24 subscribers without blocking. There is no
reason why we could build a TSI with a DS3 rate. The basic TSI then could handle
672 subscribers (i.e., 672 time slots). If we added a concentrator ahead of it for 4:1
concentration, then the time switch could handle 4 x 672, or 2688 subscribers.
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Figure 6.23 The composition of the AT&T 5ESS internal 16-bit time slot.

U7Parity bit is used for error detection. It is a redundant bit appended to an array of bits to make the sum
of all the 1 bits (marks) (in the array) always odd or always even.

18The 8000 frames per second or frame rate is common on all conventional PCM systems. As the reader will
recall from Section 6.2.1, this is the Nyquist sampling rate for the 4-kHz analog voice channel on converting
it to a PCM equivalent.
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An example of this new thinking is the AT&T 5SESS, which is a TST switch. It has a
capacity for 100,000 or more lines. They are able to accomplish this simpler architecture
by using larger capacity time-slot interchangers (TSIs) and accordingly with higher bit
rates in the space stage. A SESS TSI handles 512 time slots.!® However, each TSI port
has an incoming/outgoing time-slot rate of 256 time slots. Two ports are required (in
one direction) to handle the 512 time slots: one for odd-numbered channels and one for
even-numbered channels. Thus the bit rate at a TSI port is 256 x 16 x 8000 = 32.768
Mbps. This odd-channel, even-channel arrangement carries through the entire switching
fabric, with each port handling 256 time slots or 32.768 Mbps.

Another example of a widely implemented modern digital switch is the Northern
Telecom DMS-100 with supernode/ENET. They modified the older DMS100 conven-
tional switch, which had a TSTS-folded architecture. Like the SESS, they also moved
into the 2048-time-slot domain in the ENET (extended network). But their time slot is
10 bits, and the ENET uses a 10-bit parallel format, so each line (i.e., there are 10 lines)
has 2048 x 8000 or 16.384 Mbps.

6.12 DIGITAL NETWORK

6.12.1 Introduction

The North American public switched telecommunications network (PSTN) is 100% dig-
ital, with some possible holdouts in the local exchange area with small, independent
telephone companies. The interexchange carrier (IXC) portion has been 100% digital
for some years. The world network is expected to be all-digital by the first decade of
the twenty-first century. That network is still basically hierarchical, and the structure
changes slowly. There are possibly only two factors that change network structure:

1. Political; and
2. Technological.

In the United States, certainly divestiture of the Bell System/AT&T affected network
structure with the formation of LECs (local exchange carriers) and IXCs. Outside North
America, the movement toward privatization of government telecommunication mo-
nopolies in one way or another will affect network structure. As mentioned in Sec-
tion 1.3, and to be discussed further in Chapter 8, there is a decided trend away from
strict hierarchical structures, particularly in routing schemes; less so in topology.

Technology and its advances certainly may be equally or even more important than
political causes. Satellite communications, we believe, brought about the move by
CCITT away from any sort of international network hierarchy. International high-usage
and direct routes became practical. We should not lose sight of the fact that every dig-
ital exchange has powerful computer power, permitting millisecond routing decisions
for each call. This was greatly aided by the implementaton of CCITT Signaling System
No. 7 (Chapter 13). Another evident factor certainly is fiber optic cable for a majority
of trunk routes. It has also forced the use of geographic route diversity to improve sur-
vivability and availability. What will be the impact of the asynchronous transfer mode
(ATM) (Chapter 18) on the evolving changes in network structure (albeit slowly)? The

19Remember that a SESS time slot has 16 bits (see Figure 6.23).
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Internet certainly is forcing changes in data route capacity, right up to the subscriber.
Privatization schemes now being implemented in many countries around the world will
indeed have impact, as well, on network structure.

In the following section we discuss the digital network from the perspective of the
overall PSTN. Certainly the information is valid for private networks as well, particu-
larly if private networks are backed up by the local PSTN.

6.12.2 Technical Requirements of the Digital Network

6.12.2.1 Network Synchronization Rationale and Essentials. When a PCM bit
stream is transmitted over a telecommunication link, there must be synchronization at
three different levels: (1) bit, (2) time slot, and (3) frame. Bit synchronization refers to
the need for the transmitter (coder) and receiver (decoder) to operate at the same bit
rate. It also refers to the requirement that the receiver decision point be exactly at the
mid-position of the incoming bit. Bit synchronization assures that the bits will not be
misread by the receiver.

Obviously a digital receiver must also know where a time slot begins and ends. If
we can synchronize a frame, time-slot synchronization can be assured. Frame synchro-
nization assumes that bit synchronization has been achieved. We know where a frame
begins (and ends) by some kind of marking device. With DS1 it is the framing bit. In
some frames it appears as a 1 and in others it appears as a 0. If the 12-frame super-
frame is adopted, it has 12 framing bits, one in each of the 12 frames. This provides
the 000111 framing pattern (Ref. 3). In the case of the 24-frame extended superframe,
the repeating pattern is 001011, and the framing bit occurs only once in four frames.

El, as we remember from Section 6.2, has a separate framing and synchronization
channel, namely, channel 0. In this case the receiver looks in channel O for the fram-
ing sequence in bits 2 through 8 (bit 1 is reserved) of every other frame. The framing
sequence is 0011011. Once the framing sequence is acquired, the receiver knows exactly
where frame boundaries are. It is also time-slot aligned.

All digital switches have a master clock. Outgoing bit streams from a switch are
slaved to the switch’s master clock. Incoming bit streams to a switch derive timing from
bit transitions of that incoming bit stream. It is mandatory that each and every switch in
a digital network generate outgoing bit streams whose bit rate is extremely close to the
nominal bit rate. To achieve this, network synchronization is necessary. Network syn-
chronization can be accomplished by synchronizing all switch (node) master clocks so
that transmissions from these nodes have the same average line bit rate. Buffer storage
devices are judiciously placed at various transmission interfaces to absorb differences
between the actual line bit rate and the average rate. Without this network-wide syn-
chronization, slips will occur. Slips are a major impairment in digital networks. Slip
performance requirements are discussed in Section 6.12.3.5. A properly synchronized
network will not have slips (assuming negligible phase wander and jitter). In the next
paragraph we explain the fundamental cause of slips.

As mentioned, timing of an outgoing bit stream is governed by the switch clock.
Suppose a switch is receiving a bit stream from a distant source and expects this bit
stream to have a transmission rate of F(0) in Mbps. Of course, this switch has a buffer
of finite storage capacity into which it is streaming these incoming bits. Let’s further
suppose that this incoming bit stream is arriving at a rate slightly greater than F(0), yet
the switch is draining the buffer at exactly F(0). Obviously, at some time, sooner or later,
that buffer must overflow. That overflow is a slip. Now consider the contrary condition:
The incoming bit stream has a bit rate slightly less than F(0). Now we will have an
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underflow condition. The buffer has been emptied and for a moment in time there are
no further bits to be streamed out. This must be compensated for by the insertion of
idle bits, false bits, or frame. However, it is more common just to repeat the previous
frame. This is also a slip. We may remember the discussion of stuffing in Section 6.8.1
in the description higher-order multiplexers. Stuffing allows some variance of incoming
bit rates without causing slips.

When a slip occurs at a switch port buffer, it can be controlled to occur at frame
boundaries. This is much more desirable than to have an uncontrolled slip that can
occur anywhere. Slips occur for two basic reasons:

1. Lack of frequency synchronization among clocks at various network nodes; and
2. Phase wander and jitter on the digital bit streams.

Thus, even if all the network nodes are operating in the synchronous mode and
synchronized to the network master clock, slips can still occur due to transmission
impairments. An example of environmental effects that can produce phase wander of
bit streams is the daily ambient temperature variation affecting the electrical length of
a digital transmission line.

Consider this example: A 1000-km coaxial cable carrying 300 Mbps (3 x 10% bps)
will have about 1 million bits in transit at any given time, each bit occupying about one
meter of the cable. A 0.01% increase in propagation velocity, as would be produced
by a 1°F decrease in temperature, will result in 100 fewer bits in the cable; these bits
must be absorbed to the switch’s incoming elastic store buffer. This may end up causing
an underflow problem forcing a controlled slip. Because it is underflow, the slip will
be manifested by a frame repeat; usually the last frame just before the slip occurs is
repeated.

In speech telephony, a slip only causes a click in the received speech. For the data
user, the problem is far more serious. At least one data frame or packet will be corrupted.

Slips due to wander and jitter can be prevented by adequate buffering. Therefore
adequate buffer size at the digital line interfaces and synchronization of the network
node clocks are the basic means by which to achieve the network slip rate objective
(Ref. 9).

6.12.2.2 Methods of Network Synchronization. There are a number of methods
that can be employed to synchronize a digital network. Six such methods are shown
graphically in Figure 6.24.

Figure 6.24a illustrates plesiochronous operation. In this case each switch clock is
free-running (i.e., it is not synchronized to the network master clock.) Each network
nodal switch has identical, high-stability clocks operating at the same nominal rate.
When we say high stability, we mean a clock stability range from 1 x 107! to 5 x
10713 per month. Such stabilities can only be achieved with atomic clocks, rubidium,
or cesium. The accuracy and stability of each clock are such that there is almost com-
plete coincidence in time-keeping. And the phase drift among many clocks is, in theory,
avoided or the slip rate is acceptably low. This requires that all switching nodes, no
matter how small, have such high-precision clocks. For commercial telecommunication
networks, this is somewhat of a high cost burden.

Another synchronization scheme is mutual synchronization, which is illustrated in
Figure 6.24¢ and 6.24f. Here all nodes in the network exchange frequency references,
thereby establishing a common network clock frequency. Each node averages the incom-
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Figure 6.24 Digital network synchronization methods.

ing references and uses the result to correct its local transmitted clock. After an initial-
ization period, the network aggregate clock converges to a single stable frequency.

It is important here to understand how we can “exchange frequency references.” One
method would be to have a separate synchronization channel connected to all nodes in
the network. This is wasteful of facility assets. We can do just as well by sychroniz-
ing the switch clock from incoming bit streams carrying traffic, such as a DS1 or El
bit stream. However this (these) incoming bit stream(s) must derive from a source (a
switch), which has an equal or higher-level clock. One method of assigning clock levels
based on clock stability is described later in this section. The synchronization informa-
tion is carried in the transitions of the bit stream of interest. A phase-lock loop slaves
the local clock to these transitions. Remember that a transition is a change of state in
the bit stream, a change from a binary 1 to a binary 0, and vice versa.

A number of military systems as well as a growing number of civilian systems (e.g.,
Bell South in the United States; TelCel in Venezuela) use external synchronization, as
illustrated in Figure 6.24d. Switch clocks use disciplined oscillators slaved to an external
radio source. One of the most popular today is GPS (geographical positioning system),
which disseminates universal coordinated time called UTC, an acronym deriving from
the French. GPS is a multiple-satellite system such that there are always three or four
satellites in view at once anywhere on the earth’s surface. Its time-transfer capability is
in the 10-ns to 100-ns range from UTC. In North American synchronization parlance,
it provides timing at the stratum-1 level. The stratum levels are described in Section
6.12.2.2.1. We expect more and more digital networks to adopt the GPS external syn-
chronization scheme. It adds notably to a network’s survivability.

Other time-dissemination methods by radio are also available, such as satellite-based
Transit and GOES, or terrestrially based Omega and Loran C, which has spotty world-
wide coverage. HF radio time transfer is deprecated.
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Figure 6.25 North American hierarchical network synchronization. (From Ref. 9, Figure 11-2.)

6.12.2.2.1 North American Synchronization Plan Stratum Levels. The North Amer-
ican network uses a hierarchical timing distribution system, as shown in Figure 6.24c.
It is based on a four-level hierarchy and these levels are called strata (stratum in the
singular). This hierarchical timing distribution system is illustrated in Figure 6.25. The
timing requirements of each strata level are shown in Table 6.4. The parameters given

in the table are defined as follows:

1. Free-Run Accuracy. This is the maximum fractional frequency offset that a clock
may have when it has never had a reference or has been in holdover for an

N Switch w/stratum N

Primary sync

— reference

Secondary sync

reference

PRS = primary reference source

extended period, greater than several days or weeks.

2. Holdover Stability. This is the amount of frequency offset that a clock experiences
after it has lost its synchronization reference. Holdover is specified for stratum 2.
The stratum-3 holdover extends beyond one day and it breaks up the requirement
into components for initial offset, drift, and temperature.

3. Pull-in/Hold-in. This is a clock’s ability to achieve or maintain synchronization
with a reference that may be off-frequency. A clock is required to have a pull-
in/hold-in range at least as wide as its free-run accuracy. This ensures that a clock
of a given stratum level can achieve and maintain synchronization with the clock
of the same or higher stratum level.

Table 6.4 Stratum-Level Specifications

Stratum Level  Free-Run Accuracy Holdover Stability Pull-in/Hold-in
1 10 N/A N/A
2 +1.6x 1078 #1x 107 "% perday  +1.6x 1078
3E +4.6 x 1076 +1 x 1078 day 1 46x 1076
3 +4.6 x 1076 <255 slips during 46 x 1076
first day of holdover
4 +32 x 107° No holdover 32x 1076

Source: Ref. 9, Table 3-1, p. 3-3.
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Table 6.5 Expected Slip Performance in Holdover

Stratum Level Slips in Day 1 Slips in Week 1

2 1 or less 2
3E 1 or less 13
3 17 266

Source: Ref. 9, Table 5-1, p. 5-2.

6.12.2.2.2 North American Holdover and Slip Performance. When a network clock
loses its references, it enters holdover and drifts off frequency. The magnitude of this
frequency drift determines the average slip rate experienced by equipment that depends
on that clock timing source. Table 6.5 shows the number of slips expected after one day
and one week of holdover given limited ambient temperature variations of +1°F in the
switching center. The table shows the difference between stratum levels for performance
during holdover. If maintenance actions are prompt when the unusual holdover occurs
and we base a network on stratum-2 or -3E clocks, a virtually slip-free network can be
expected (Ref. 9).

6.12.2.3 CCITT Synchronization Plans. CCITT Rec. G.811 (Ref. 10) deals with
synchronization of international links. Plesiochronous operation is preferred (see Section
6.12.2). The recommendation states the problem at the outset:

International digital links will be required to interconnect a variety of national and inter-
national networks. These networks may be of the following form:

(a) a wholly synchronized network in which the timing is controlled by a single reference
clock.

(b) a set of synchronized subnetworks in which the timing of each is controlled by a ref-
erence clock but with plesiochronous operation between the subnetworks.

(c) a wholly plesiochronous network (i.e., a network where the timing of each node is
controlled by a separate reference clock).

Plesiochronous operation is the only type of synchronization that can be compatible
with all three types listed. Such operation requires high-stability clocks. Thus Rec. G.811
states that all clocks at network nodes that terminate international links will have a long-
term frequency departure of not greater than 1 x 107!, This is further described in what
follows.

The theoretical long-term mean rate of occurrence of controlled frame or octet (time
slot) slips under ideal conditions in any 64-kbps channel is consequently not greater
than / in 70 days per international digital link.

Any phase discontinuity due to the network clock or within the network node should
result only in the lengthening or shortening of a time signal interval and should not
cause a phase discontinuity in excess of one-eighth of a unit interval on the outgoing
digital signal from the network node.

Rec. G.811 states that when plesiochronous and synchronous operation coexist within
the international network, the nodes will be required to provide both types of operation.
It is therefore important that the synchronization controls do not cause short-term fre-
quency departure of clocks, which is unacceptable for plesiochronous operation.
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6.12.3 Digital Network Performance Requirements

6.12.3.1 Blocking Probability. A blocking probability of B = 0.01 is the quality of
service (QoS) objective. With judicious use of alternative routing, a blocking probability
of 0.005 might be expected.

6.12.3.2 Error Performance from a Bellcore Perspective
Definitions

BER. The BER is the ratio of the number of bits in error to the total number of bits
transmitted during a measurement period.

Errored Seconds (ES). An errored second is any 1-s interval containing at least one
error.

Burst Errored Seconds. A burst errored second is any errored second containing at
least 100 errors.

1. The BER at the interface levels DSX-1, DSX-1C, DSX-2, and DSX-3 shall be less
than 2 x 107!°, excluding all burst errored seconds in the measurement period.2°
During a burst errored second, neither the number of bit errors nor number of bits
is counted. This requirement applies in a normal operating environment, and it
shall be met by every channel in each protection switching section.

2. The frequency of burst errored seconds, other than those caused by protection
switching induced by hard equipment failures, shall average no more than four
per day at each of the interface levels DSX-1, DSX-1C, DSX-2, and DSX-3.2!
This requirement applies in a normal operating environment and must be met by
every channel in each protection switching system.

3. For systems interfacing at the DS1 level, the long-term percentage of errored sec-
onds (measured at the DS1 rate) shall not exceed 0.04%. This is equivalent to
99.96% error-free seconds (EFS). This requirement applies in a normal operating
environment and is also an acceptance criterion. It is equivalent to no more than
10 errored seconds during a 7-h, one-way (loopback) test.

4. For systems interfacing at the DS3 level, the long-term percentage of errored sec-
onds (measured at the DS3 rate) shall not exceed 0.4%. This is equivalent to 99.6%
error-free seconds. This requirement applies in a normal operating environment
and is also an acceptance criterion. It is equivalent to no more than 29 errored
seconds during a 2-h, one-way (loopback) test (Ref. 11).

6.12.3.3 Error Performance from a CCITT Perspective. The CCITT cornerstone
for error performance is Rec. G.821 (Ref. 12). Here error performance objectives are
based on a 64-kbps circuit-switched connection used for voice traffic or as a “bearer
circuit” for data traffic.

The CCITT error performance parameters are defined as follows (CCITT Rec.
G.821): “The percentage of averaging periods each of time interval 7(0) during which
the bit error rate (BER) exceeds a threshold value. The percentage is assessed over a
much longer time interval 7(L).” A suggested interval for 7(L) is 1 month.

It should be noted that total time 7'(L) is broken down into two parts:

20DSX means digital system cross-connect.
21This is a long-term average over many days. Due to day-to-day variation, the number of burst errored
seconds occurring on a particular day may be greater than the average.
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Table 6.6 CCITT Error Performance Objectives for International ISDN Connections

Performance Classification Objective®

a Fewer than 10% of 1-min intervals to have a bit error ratio worse
Degraded minutes&? than 1 x 10°6¢

b Fewer than 0.2% of 1-s intervals to have a bit error ratio worse
Severely errored seconds? than 1 x 1073

c Fewer than 8% of 1-s intervals to have any errors

Errored seconds? (equivalent to 92% error-free seconds)

aThe terms degraded minutes, severely errored seconds, and errored seconds are used as a convenient and concise
performance objective “identifier.” Their usage is not intended to imply the acceptability, or otherwise, of this level of
performance.

bThe 1-min intervals mentioned in the table and in the notes are derived by removing unavailable time and severely
errored seconds from the total time and then consecutively grouping the remaining seconds into blocks of 60. The basic
1-s intervals are derived from a fixed time pattern.

¢The time interval T(L), over which the percentages are to be assessed, has not been specified since the period may
depend on the application. A period of the order of any one month is suggested as a reference.

dFor practical reasons, at 64 kbps, a minute containing four errors (equivalent to an error ratio of 1.04 x 1076) is not
considered degraded. However, this does not imply relaxation of the error ratio objective of 1 x 1076,

Source: CCITT Rec. G.821 (Ref. 12).

1. Time that the connection is available; and
2. Time that the connection is unavailable.

The following BERs and intervals are used in CCITT Rec. G.821 in the statement of
objectives (Ref. 12):

o A BER of less than 1 x 107® for 7(0) = 1 min;
e A BER of less than 1 x 1073 for T(0) = 1 s; and
e Zero errors for T(0) = 1 s.

Table 6.6 provides CCITT error performance objectives.

6.12.3.4 Jitter lJitter was discussed in Section 6.9.2, where we stated that it was a
major digital transmission impairment. We also stated that jitter magnitude is a func-
tion of the number of regenerative repeaters there are in tandem. Guidelines on jitter
objectives may be found in Ref. 15.

6.12.3.5 Slips

6.12.3.5.1 From a Bellcore Perspective. Slips, as a major digital network impair-
ment, are explained in Section 6.12.2.1. When stratum-3 slip conditions are trouble-
free, the nominal clock slip rate is 0. If there is trouble with the primary reference, a
maximum of one slip on any trunk will result from a switched reference or any other
rearrangement. If there is a loss of all references, the maximum slip rate is 255 slips
the first day for any trunk. This occurs when the stratum-3 clocks drift a maximum of
0.37 parts per million from their reference frequency (Ref. 13).

6.12.3.5.2 From a CCITT Perspective. With plesiochronous operation, the number
of slips on international links will be governed by the sizes of buffer stores and the
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Table 6.7 Controlled Slip Performance on a 64-kbps International
Connection Bearer Channel

Performance Category Mean Slip Rate Proportion of Time?@
(a)p <5slipsin 24 h >98.9%
(b) >5 slips in 24 h <1.0%
and
<30 slipsin1h
(c) >30slipsin 1 h <0.1%

aTotal time >1 year.
bThe nominal slip performance due to plesiochronous operation alone is not expected to
exceed 1 slip in 5.8 days.

Source: CCITT Rec. G.822 (Ref. 14).

accuracies and stabilities of the interconnecting national clocks.?2 The end-to-end slip
performance should satisfy the service requirements for telephone and nontelephone
services on a 64-kbps digital connection in an ISDN.

The slip rate objectives for an international end-to-end connection are specified with
reference to the standard hypothetical reference connection (HRX)-which is 27,500 km
in length.

The theoretical slip rate is one slip in 70 days per plesiochronous interexchange link
assuming clocks with specified accuracies (see Section 6.12.2.2) and provided that the
performance of the transmission and switching requirements remain within their design
limits.

In the case where the international connection includes all of the 13 nodes identified
in the HRX and those nodes are all operating together in a plesiochronous mode, the
nominal slip performance of a connection could be 1 in 70/12 days (12 links in tandem)
or 1 in 5.8 days. In practice, however, some nodes in such a connection would be part
of the same synchronized network. Therefore, a better nominal slip performance can be
expected (e.g., where the national networks at each end are synchronized). The nominal
slip performance of the connection would be 1 in 70/4 or 1 in 17.5 days. Note that these
calculations assume a maximum of four international links.

The performance objectives for the rate of octet slips on an international connection
of 27,500 km in length of a corresponding bearer channel are given in Table 6.7 CCITT
(Ref. 14) adds that further study is required to confirm that these values are compatible
with other objectives such as error performance given in Section 6.12.3.3.

REVIEW EXERCISES
1. What is the major overriding advantage of binary digital transmission? Give at
least two secondary advantages.
2. Name the three steps to develop a PCM signal from an analog signal.

3. Based on the Nyquist sampling theorem, what is the sampling rate for a nominal
4-kHz voice channel? for a 56-kHz radar product signal?

4. If I'm transmitting 8000 frames per second, what is the duration of one frame?

22CCITT is looking at the problem from an international switching center gateway. It will connect via digital
trunks to many national networks, each with their own primary reference source (PRS).
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Give a simple definition of quantization distortion.

Our system uses linear quantization. How can we reduce quantization distortion
(noise)?

What is the negative downside to increasing quantization steps?

Companding used in PCM systems follows one of two laws. Identify each law—its
name and where is it applied.

How many bits are there in a PCM word? How many different binary possibilities
can be derived from a PCM word or codeword?

If a PCM code received starts with a 0, what do we know about the derived voltage
sample?

Bits 2, 3, and 4 of the PCM code word identify the segment. How many total
segments are there?

In DS1, of what use is the framing bit?

How is the identification of frame beginning carried out in E1?
How is signaling carried out in DS1? in E1?

How do we arrive at 1.544 Mbps for DS1?

With the AMI line code, how is the zero coded?

If, with bipolar transmission, under “normal” circumstances, the first 1 is a
—1.0 V, what would the second “1” be?

Where does a wire-pair cable or light-wave regenerative repeater derive its timing
from?

What is the purpose of stuffing on a higher-order PCM multiplex?

In the North American digital hierarchy, just from its nomenclature, what does an
M34 multiplex do?

On a digital link, how would excessive loss affect signal quality?
Define jitter from the perspective of a PCM link.
The principal cause of systematic phase jitter is a function of

What value BER can we expect as a mean for the North American digital net-
work?

What is the threshold BER for the digital network? Why is it set at that point?
Give at least three “economic” advantages of digital switching.
Define the function of a time-slot interchanger.

If we have a switch that is only a single time-slot interchanger for an E1 system,
how many different subscribers could I be connected to?

What are the three functional blocks of a conventional time-slot interchanger (i.e.,
a time switch)?

How can the capacity of a time-slot interchanger be increased? Give two methods.



152

DIGITAL NETWORKS

31. How can a switch manufacturer sell just one switch to cover both E1 and DS1
regimes?
32. What is the function of a junctor in a digital switch?
33. What are the two primary factors that can change a national digital network struc-
ture?
34. What causes a slip on a digital network?
35. What is the difference between controlled slips and uncontrolled slips?
36. Argue the efficacy of using an external timing source to synchronize network ele-
ments.
37. What is a disciplined oscillator?
38. What is holdover stability?
39. According to CCITT, if we can maintain long-term frequency departure to better
than 1 x 10~!!, what kind of slip performance can we expect?
40. Define a burst errored second.
41. What kind of slip rate could we expect if all network timing references were
lost?
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7

SIGNALING

7.1 WHAT IS THE PURPOSE OF SIGNALING?

The IEEE (Ref. 1) defines signaling as the “exchange of information specifically con-
cerned with the establishment and control of connections and the transfer of user-to-user
and management information in a telecommunication network.”

Conventional signaling has evolved with the telephone network. Many of the tech-
niques we deal with in this chapter are applicable to a telecommunication network which
is principally involved with telephone calls. With telephony, signaling is broken down
in three functional areas:

1. Supervisory;
2. Address; and
3. Call progress audible-visual.

Another signaling breakdown is:

« Subscriber signaling;
o Interswitch (interregister) signaling.

7.2 DEFINING THE FUNCTIONAL AREAS

7.2.1 Supervisory Signaling

Supervisory signaling provides information on line or circuit condition. It informs a
switch whether a circuit (internal to the switch) or a trunk (external to the switch) is
busy or idle; when a called party is off-hook or on-hook, and when a calling party is
on-hook or off-hook.

Supervisory information (status) must be maintained end-to-end on a telephone call,
whether voice, data, or facsimile is being transported. It is necessary to know when
a calling subscriber lifts her/his telephone off-hook, thereby requesting service. It is
equally important that we know when the called subscriber answers (i.e., lifts the tele-
phone off-hook) because that is when we may start metering the call to establish charges.
It is also important to know when the calling and called subscribers return their tele-
phones to the on-hook condition. That is when charges stop, and the intervening trunks
comprising the talk path as well as the switching points are then rendered idle for use
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by another pair of subscribers. During the period of occupancy of a speech path end-
to-end, we must know that this particular path is busy (i.e., it is occupied) so no other
call attempt can seize it.

7.2.2 Address Signaling

Addpress signaling directs and routes a telephone call to the called subscriber. It originates
as dialed digits or activated push-buttons from a calling subscriber. The local switch
accepts these digits and, by using the information contained in the digits, directs the call
to the called subscriber. If more than one switch is involved in the call setup, signaling
is required between switches (both address and supervisory). Address signaling between
switches is called interregister signaling.

7.2.3 Call Progress—Audible-Visual

This type of signaling we categorize in the forward direction and in the backward direc-
tion. In the forward direction there is alerting. This provides some sort of audible-visual
means of informing the called subscriber that there is a telephone call waiting. This is
often done by ringing a telephone’s bell. A buzzer, chime, or light may also be used for
alerting.

The remainder of the techniques we will discuss are used in the backward direction.
Among these are audible tones or voice announcements that will inform the calling
subscriber of the following:

1. Ringback. This tells the calling subscriber that the distant telephone is ringing.
2. Busyback. This tells the calling subscriber that the called line is busy.

3. ATB—AII Trunks Busy. There is congestion on the routing. Sometimes a recorded
voice announcement is used here.

4. Loud warble on telephone instrument—Timeout. This occurs when a telephone
instrument has been left off-hook unintentionally.

7.3 SIGNALING TECHNIQUES

7.3.1 Conveying Signaling Information

Signaling information can be conveyed by a number of means from a subscriber to the
serving switch and between (among) switches. Signaling information can be transmitted
by means such as:

o Duration of pulses (pulse duration bears a specific meaning);
o Combination of pulses;

o Frequency of signal;

o Combination of frequencies;

« Presence or absence of a signal;

o Binary code; and

o Direction and/or level of transmitted current (for dc systems).
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7.3.2 Evolution of Signaling

Signaling and switching are inextricably tied together. Switching automated the network.
But without signaling, switching systems could not function. Thus it would be better
said that switching with signaling automated the network.

Conventional subscriber line signaling has not changed much over the years, with the
exception of the push-button tones, which replaced the dial for address signaling. ISDN,
being a full digital service to the subscriber, uses a unique digital signaling system called
DSS-1 (Digital Subscriber Signaling No. 1).

In the 1930s and 1940s interregister and line signaling evolved into many types of
signaling systems, which made international automatic working a virtual nightmare.!
Nearly every international circuit required special signaling interfaces. The same was
true, to a lesser extent, on the national level.

In this section we will cover several of the more common signaling techniques used
on the analog network which operated with frequency division multiplex equipment
(Section 4.5.2). Although these signaling systems are obsolete in light of the digital
network, the concepts covered here will help in understanding how signaling works.

7.3.2.1 Supervisory/Line Signaling

7.3.2.1.1 Introduction. Line signaling on wire trunks was based essentially on the
presence or absence of dc current. Such dc signals are incompatible with FDM equip-
ment where the voice channel does not extend to 0 Hz. Remember, the analog voice
channel occupies the band from 300 Hz to 3400 Hz. So the presence or absence of a
dc current was converted to an ac tone for one of the states and no-tone for the other
state. There were two ways to approach the problem. One was called in-band signaling
and the other was called out-of-band signaling.?

7.3.2.1.2 In-Band Signaling. In-band signaling refers to signaling systems using an
audio tone, or tones, inside the conventional voice channel to convey signaling infor-
mation. There are two such systems we will discuss here: (1) one-frequency (SF or
single frequency), and (2) two-frequency (2VF). These signaling systems used one or
two tones in the 2000 Hz to 3000 Hz portion of the band, where less speech energy is
concentrated.

Single-frequency (SF) signaling is used exclusively for supervision, often with its
adjunct called E&M signaling, which we cover in Section 7.3.2.1.4. It is used with
FDM equipment, and most commonly the tone frequency was 2600 Hz. Of course this
would be in four-wire operation. Thus we would have a 2600-Hz tone in either/both
directions. The direction of the tone is important, especially when working with its E&M
signaling adjunct. A diagram showing the application of SF signaling on a four-wire
trunk is shown in Figure 7.1.

Two-frequency (2VF) signaling can be used for both supervision (line signaling) and
address signaling. Its application is with FDM equipment. Of course when discussing
such types of line signaling (supervision), we know that the term idle refers to the on-
hook condition, while busy refers to the off-hook condition. Thus, for such types of
line signaling that are governed by audio tones of which SF and 2VF are typical, we
have the conditions of “tone on when idle” and “tone on when busy.” The discussion

Line signaling is the supervisory signaling used among switches.
2Called out-band by CCITT and in nations outside of North America.
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Figure 7.1 Functional block diagram of an SF signaling circuit. Note: Wire pairs “receive” and “transmit”
derive from the FDM multiplex equipment. Note also the E-lead and M-lead.

holds equally well for in-band and out-of-band signaling methods. However, for in-band
signaling, supervision is by necessity tone-on idle; otherwise subscribers would have an
annoying 2600-Hz tone on throughout the call.

A major problem with in-band signaling is the possibility of “talk-down,” which
refers to the premature activation or deactivation of supervisory equipment by an inad-
vertent sequence of voice tones through the normal use of the channel. Such tones could
simulate the SF tone, forcing a channel dropout (i.e., the supervisory equipment would
return the channel to the idle state). Chances of simulating a 2VF tone set are much less
likely. To avoid the possibility of talk-down on SF circuits, a time-delay circuit or slot
filters to by-pass signaling tones may be used. Such filters do offer some degradation
to speech unless they are switched out during conversation. They must be switched out
if the circuit is going to be used for data transmission (Ref. 2).

It becomes apparent why some administrations and telephone companies have turned
to the use of 2VF supervision, or out-of-band signaling, for that matter. For example, a
typical 2VF line signaling arrangement is the CCITT No. 5 code, where f| (one of the
two VF frequencies) is 2400 Hz and f; is 2600 Hz. 2VF signaling is also used widely
for address signaling (see Section 7.3.2.2 of this chapter; Ref. 3).

7.3.2.1.3 Out-of-Band Signaling. With out-of-band signaling, supervisory informa-
tion is transmitted out of band (i.e., above 3400 Hz). In all cases it is a single-frequency
system. Some out-of-band systems use “tone on when idle,” indicating the on-hook con-
dition, whereas others use “tone off.” The advantage of out-of-band signaling is that
either system, tone on or tone off, may be used when idle. Talk-down cannot occur
because all supervisory information is passed out of band, away from the speech-infor-
mation portion of the channel.

The preferred CCITT out-of-band frequency is 3825 Hz, whereas 3700 Hz is com-
monly used in the United States. It also must be kept in mind that out-of-band signaling
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Figure 7.2 SF signaling (a) in-band and (b) out-of-band.

is used exclusively on carrier systems, not on wire trunks. On the wire side, inside an
exchange, its application is E&M signaling. In other words, out-of-band signaling is
one method of extending E&M signaling over a carrier system.

In the short run, out-of-band signaling is attractive in terms of both economy and design.
One drawback is that when channel patching is required, signaling leads have to be patched
as well. In the long run, the signaling equipment required may indeed make out-of-band
signaling even more costly because of the extra supervisory signaling equipment and sig-
naling lead extensions required at each end, and at each time that the carrier (FDM) equip-
ment demodulates to voice. The major advantage of out-of-band signaling is that contin-
uous supervision is provided, whether tone on or tone off, during the entire telephone con-
versation. In-band SF signaling and out-of-band signaling are illustrated in Figure 7.2. An
example of out-of-band signaling is the regional signaling system R-2, prevalent in Europe
and nations under European hegeonomy (see Table 7.1.)
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Table 7.1 R-2 Line Signaling (3825 Hz)

Direction

Circuit State Forward (Go) Backward (Return)
Idle Tone on Tone on

Seized Tone off Tone on
Answered Tone off Tone off

Clear back Tone off Tone on
Release Tone on Tone on or off
Blocked Tone on Tone off

7.3.2.1.4 E&M Signaling. The most common form of trunk supervision in the analog
network was E&M signaling. It derived from the SF or 2VF equipment, as shown in
Figure 7.1. It only becomes true E&M signaling where the trunk interfaces with the
switch (see Figure 7.3). E-lead and M-lead signaling systems are semantically derived
from the historical designation of signaling leads on circuit drawings covering these
systems. Historically, the E&M interface provides two leads between the switch and
what we call the trunk signaling equipment (signaling interface). One lead is called
the E-lead, which carries signals fo the switching equipment. Such signal directions are
shown in Figure 7.3, where we see that signals from switch A and switch B leave A on
the M-lead and are delivered to B on the E-lead. Likewise, from B to A, supervisory
information leaves B on the M-lead and is delivered to A on the E-lead.

For conventional E&M signaling (referring to electromechanical exchanges), the fol-
lowing supervisory conditions are valid:

DIRECTION CONDITION AT A CONDITION AT B
Signal Signal
AtoB Bt A M-Lead  E-Lead M-Lead  E-Lead
On hook On hook  Ground  Open Ground  Open
Off hook  On hook  Battery Open Ground Ground
On hook Off hook  Ground Ground Battery Open
Off hook  Off hook Battery Ground Battery Ground

Source: Ref. 8.

7.3.2.2 Address Signaling. Address signaling originates as dialed digits (or acti-
vated push buttons) from a calling subscriber, whose local switch accepts these digits
and, using that information, directs the telephone call to the desired distant subscriber.
If more than one switch is involved in the call setup, signaling is required between
switches (both address and supervisory). Address signaling between switches in con-
ventional systems is called interregister signaling.

The paragraphs that follow discuss various more popular standard ac signaling tech-

M - - - - M
Trunk - Signaling ianali Signaling ~€ Trunk
switching interface Signaling interface switching
equipment E exchange medium exchange E equipment
.- A B s

Figure 7.3 E&M signaling.
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Table 7.2 North American R-1 Code?

Digit Frequency Pair (Hz)

1 700 + 900

2 700 + 1100

3 900 + 1100

4 700 + 1300

5 900 + 1300

6 1100 + 1300

7 700 + 1500

8 900 + 1500

9 1100 + 1500

10 (0) 1300 + 1500

Use Frequency Pair Explanation
KP 1100 + 1700 Preparatory for digits

ST 1500 + 1700 End-of-pulsing sequence

STP 900 + 1700

ST2P 1300 + 1100 Used with TSPS (traffic service position system)
ST3P 700 + 1700

Coin collect 700 + 1100 Coin control

Coin return 1100 + 1700 Coin control

Ring-back 700 + 1700 Coin control

Code 11 700 + 1700 Inward operator (CCITT No. 5)
Code 12 900 + 1700 Delay operator

KP1 1100 + 1700 Terminal call

KP2 1300 + 1700 Transit call

2Pulsing of digits is at the rate of about seven digits per second with an interdigital period of 68 + 7 ms. For intercontinental
dialing for CCITT No. 5 code compatibility, the R-1 rate is increased to 10 digits per second. The KP pulse duration is
100 ms.

Source: Ref. 4.

niques such as 2VF and MF tone. Although interregister signaling is stressed where
appropriate, some supervisory techniques are also reviewed. Common-channel signaling
is discussed in Chapter 13, where we describe the CCITT No. 7 signaling system.

7.3.2.2.1 Multifrequency Signaling. Multifrequency (MF) signaling has been in wide
use around the world for interregister signaling. It is an in-band method using five or
six tone frequencies, two tones at a time. It works well over metallic pair, FDM, and
TDM systems. MF systems are robust and difficult to cheat. Three typical MF systems
are reviewed in the following:

MULTIFREQUENCY SIGNALING IN NORTH AMERICA—THE R-1 SYSTEM. The MF signal-
ing system principally employed in the United States and Canada is recognized by the
CCITT as the R-1 code (where R stands for “regional”). It is a two-out-of-five frequency
pulse system. Additional signals for control functions are provided by frequency combi-
nation using a sixth basic frequency. Table 7.2 shows the ten basic digits (0-9) and other
command functions with their corresponding two-frequency combinations, as well as a
brief explanation of “other applications.” We will call this system a “spill forward” sys-
tem. It is called this because few backward acknowledgment signals are required. This
is in contraposition to the R-2 system, where ever