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&PREFACE

Ultra wideband (UWB) radio has gained popularity worldwide thanks to its

promise of providing very high bit rates at low cost. The interest in UWB led in

2001 to the creation of the IEEE 802.15.3a Study Group, with the aim of defining

a novel standard for wireless personal area networks (WPANs) based on a UWB

physical layer capable of bit rates on the order of 500 Mbps. The research and devel-

opment efforts on UWB further intensified after the release of the first world-wide

official UWB emission masks by the US Federal Communication Commission in

February 2002. This release officially opened the way, at least in the USA, to the

development of commercial UWB products. The stringent power limitations set

by the FCC naturally determined the application scenarios suitable for UWB com-

munication, that is either high bit rates over short ranges, dealt within the IEEE

802.15.3aTG, or low bit rates over medium-to-long ranges, dealt within the recently

formed IEEE 802.15.4aTG.

The several different UWB PHY proposals originally submitted to IEEE

802.15.3aTG converged into two main proposals: multiband (MB-OFDM), based

on the transmission of continuous OFDM signals combined with frequency

hopping (FH) over instantaneous frequency bandwidths of 528 MHz, and direct-

sequence (DS) UWB, based on impulse radio transmission of UWB DS-coded

pulses. Although not specifically designed for ranging support, both MB-OFDM

and DS-UWB foresee UWB emissions with bandwidths exceeding 500 MHz

in order to comply with the FCC definition of UWB, and can thus potentially

provide high ranging accuracy. The UWB ranging capability is a particularly

attractive feature for location-aware applications, in particular in ad hoc and

sensor networks, and introducing positioning in low data rate networks has recently

become the main goal of the IEEE 802.15.4aTG, where impulse radio ultra wide-

band (IR-UWB) radio emerges as a most appealing principle.

The above application scenarios are typical for self-organizing and distributed

networks, such as ad hoc and sensor networks, in which groups of wireless terminals

located in a limited-size geographical area, communicate in an infrastructure-free

multihop fashion, and without any central coordinating unit. Ultra wideband’s

special features like the need for operating at low power and accurate ranging

capability bring about significant impacts on the design of the MAC and routing

algorithms, and hence new strategies for algorithm and protocol development.

The objective of this book is to provide an introduction to the above major

research issues in UWB communication that are currently occupying research

attention worldwide. As such, the book is primarily intended to serve as a reference

xv



for comprehensive understanding of recent advances in both theory and practical

design of UWB communication networks.

BROAD TOPICAL COVERAGE

The book covers issues related to physical layer, medium-access layer, networking

layer, and also applications.

Following the Introduction (Chapter 1), the structure of the book consists of

basically three parts:

. Analysis of physical layer and technology related issues (Chapters 2–6);

. Introduction to system design aspects including channel modeling, coexistence,

and interference mitigation and control (Chapters 7–11);

. Review of MAC and network layer related issues, up to the application

(Chapters 12–16).

A detailed description of how the book is organized and introduction to the different

chapters of the book can be found in the Introduction (Chapter 1).

AUDIENCE

Our intention is that the book could serve as an introductory survey of important

topics related to UWB, as well as providing an advanced mathematical treatise

intended for technical professionals in the communications industry, technical

managers, and researchers in both academia and industry. A basic background of

wireless communications is preferable for a full understanding of the topics

covered by the book.

COURSE USE

The book provides an organic and harmonized coverage of UWB communi-

cation, from radio to application. Within this framework, the book chapters are

quite independent from one another. Therefore, different options are possible

according to different course structures and lengths, as well as targeted audience

background.

For each chapter we expect that a reader may skip the advanced mathematical

description and still greatly benefit from the book. The topics are covered in fact

in both descriptive and mathematical manners, and can therefore cater to different

readers needs.
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Figure 15.7 Scope of FSR—center node H.

Figure 2.4 Signaling scheme in UWB localizers. A coded sequence of 127 UWB impulses

(red) is periodically transmitted over multiple cycles, while the sequence duration spans approxi-

mately 20% of the cycle time Tc. Coding is achieved with a PN sequence of length 127, and

the relative delay between the transmitted pulses is 20 samples. The received signal (blue) is

dominated by noise. In this case, the received signal-to-noise ratio is SNR ¼ 215 dB.



&CHAPTER 1

Introduction to Ultra Wideband

HÜSEYIN ARSLAN and MARIA-GABRIELLA DI BENEDETTO

1.1 INTRODUCTION

Wireless communication systems have evolved substantially over the last two

decades. The explosive growth of the wireless communication market is expected

to continue in the future, as the demand for all types of wireless services is increas-

ing. New generations of wireless mobile radio systems aim to provide flexible data

rates (including high, medium, and low data rates) and a wide variety of applications

(like video, data, ranging, etc.) to the mobile users while serving as many users as

possible. This goal, however, must be achieved under the constraint of the limited

available resources like spectrum and power. As more and more devices go wireless,

future technologies will face spectral crowding, and coexistence of wireless devices

will be a major issue. Therefore, considering the limited bandwidth availability,

accommodating the demand for higher capacity and data rates is a challenging

task, requiring innovative technologies that can coexist with devices operating at

various frequency bands.

Ultra wideband (UWB), which is an underlay (or sometimes referred as shared

unlicensed) system, coexists with other licensed and unlicensed narrowband

systems. The transmitted power of UWB devices is controlled by the regulatory

agencies [such as the Federal Communications Commission (FCC) in the United

States], so that narrowband systems are affected from UWB signals only at a negli-

gible level. UWB systems, therefore, are allowed to coexist with other technologies

only under stringent power constraints. In spite of this, UWB offers attractive sol-

utions for many wireless communication areas, including wireless personal area net-

works (WPANs), wireless telemetry and telemedecine, and wireless sensors

networks. With its wide bandwidth, UWB has a potential to offer a capacity

much higher than the current narrowband systems for short-range applications.

According to the modern definition, any wireless communication technology

that produces signals with a bandwidth wider than 500 MHz or a fractional

1
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bandwidth1 greater than 0.2 can be considered as UWB. A possible technique for

implementing UWB is impulse radio (IR), which is based on transmitting extremely

short (in the order of nanoseconds) and low power pulses. Rather than sending a

single pulse per symbol, a number of pulses determined by the processing gain of

the system are transmitted per symbol. The processing gain serves as a parameter

to flexibly adjust data rate, bit error rate (BER), and coverage area of transmission.

Pulses can occupy a location in the frame based on the specific pseudo random (PN)

code assigned for each user (as in the case of time-hopping UWB). Other implemen-

tations, such as direct sequence spreading, are also popularly used with impulse

radio-based implementations. Impulse radio is advantageous in that it eliminates

the need for up- and down-conversion and allows low-complexity transceivers. It

also enables various types of modulations to be employed, including on–off

keying (OOK), pulse-amplitude-modulation (PAM), pulse-position-modulation

(PPM), phase-shift-keying (PSK), as well as different receiver types such as the

energy detector, rake, and transmitted reference receivers.

Another strong candidate for UWB is multicarrier modulation, which can be rea-

lized using orthogonal frequency division multiplexing (OFDM). OFDM has

become a very popular technology due to its special features such as robustness

against multipath interference, ability to allow frequency diversity with the use of

efficient forward error correction (FEC) coding, capability of capturing the multi-

path energy efficiently, and ability to provide high bandwidth efficiency through

the use of sub-band adaptive modulation and coding techniques. OFDM can over-

come many problems that arise with high bit rate communication, the most

serious of which is time dispersion. In OFDM, the data-bearing symbol stream is

split into several lower rate streams, and these sub-streams are transmitted on differ-

ent carriers. Since this increases the symbol period by the number of nonoverlapping

carriers (sub-carriers), multipath echoes affect only a small portion of neighboring

symbols. Remaining intersymbol interference (ISI) can be removed by cyclically

extending the OFDM symbol.

1.1.1 Benefits of UWB

The unique advantages of UWB systems are numerous. First of all, it introduces

unlicensed usage of an extremely wideband spectrum, as mentioned above. The

underlay usage of spectrum greatly increases spectral efficiency and opens new

doors for wireless applications. The introduction of cognitive features along with

opportunistic spectrum usage will further enhance current UWB applications.

UWB (both impulse radio and multicarrier) also offers great flexibility of spec-

trum usage. This system is characterized in fact by a variety of parameters that

can enable the design of adaptive transceivers and that can be used for optimizing

system performance as a function of the required data rate, range, power, quality-

of-service, and user preference. UWB technology is likely to provide high data

1Fractional bandwidth ¼ 2 � (FH � FL)=(FH þ FL), where FH and FL are the upper and lower edge

frequencies, respectively.
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rates (on the order of 1 Gbps) over very short range (less than 1 m). The data rate

can, however, be easily traded-off for extension in range by designing appropriate

adaptive transceivers. Similarly, data rate and range can be traded-off for power,

especially for low data rate and short range applications. Most importantly, the

same device can be designed to provide service for multiple applications with a

variety of requirements without the need for additional hardware.

The high temporal resolution of UWB signals results in low fading margins,

implying robustness against multipath. Since UWB signals span a very wide

frequency range (down to very low frequencies), they show relatively low material

penetration losses, giving rise to better link margins. Moreover, often many distinct

multipath components can be observed at the receiver (due to the large number

of resolvable paths), and the system, therefore, has an excellent energy captur-

ing capability. For example, rake receivers (with coherent combining) can be

implemented to lock into multipath echoes, collect energy, and hence improve

performance.

Excellent time resolution is another key benefit of UWB signals for ranging

applications. Due to the extremely short duration of transmitted pulses, sub-

decimeter ranging is possible. In IR-UWB systems, no up/down-conversion is

required at the transceivers, with the potential benefit of reducing the cost and

size of the devices. Other benefits of UWB include low power transmission and

robustness against eavesdropping (since UWB signals look like noise).

1.1.2 Applications

UWB has several applications all the way from wireless communications to radar

imaging, and vehicular radar. The ultra wide bandwidth and hence the wide variety

of material penetration capabilities allows UWB to be used for radar imaging

systems, including ground penetration radars, wall radar imaging, through-wall

radar imaging, surveillance systems, and medical imaging. Images within or

behind obstructed objects can be obtained with a high resolution using UWB.

Similarly, the excellent time resolution and accurate ranging capability of UWB

can be used for vehicular radar systems for collision avoidance, guided parking, etc.

Positioning location and relative positioning capabilities of UWB systems are other

great applications that have recently received significant attention.

Last but not least is the wireless communication application, which is arguably

the reason why UWB became part of the wireless world, including wireless home

networking, high-density use in office buildings and business cores, UWB wireless

mouse, keyboard, wireless speakers, wireless USB, high-speed WPAN/WBAN,

wireless sensors networks, wireless telemetry, and telemedecine.

1.1.3 Challenges

In spite of all the advantages of UWB, there are several fundamental and practical

issues that need to be carefully addressed to ensure the success of this technology in

the wireless communication market. Multiaccess code design, multiple access
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interference (MAI) cancellation, narrowband interference (NBI) detection and

cancellation, synchronization of the receiver to extremely narrow pulses, accurate

modeling of UWB channels, estimation of multipath channel delays and coeffi-

cients, and adaptive transceiver design are some of the issues that still require a

great deal of investigation. In addition to the above physical layer issues, the funda-

mental role of UWB technology in wireless networks is still open, and a wide range

of research questions continue to present challenges, such as the particular role of

UWB in wireless ad-hoc and sensors networks.

Among the challenges of UWB, a limited list can be given as follows:

. Coexistence with other services and handling strong narrowband interference;

. Shaping (adapting) spectrum of transmitted signals (multiband, OFDM-based

UWB, etc.);

. Practical, simple, and low-power transceiver design;

. Accurate synchronization and channel parameter estimation;

. High sampling rate for digital implementations;

. Powerful processing capabilities for high performance and coherent digital

receiver structures;

. Wideband RF component designs (such as antennas, low noise amplifiers, etc.);

. Multiple accessing, multiple access code designs, and multiuser interference;

. Accurate modeling of the ultra wideband channel in various environments;

. Adaptive system design and cross-layer adaptation for UWB;

. UWB tailored network design.

1.2 SCOPE OF THE BOOK

This book covers several aspects of the UWB technology, starting from the radio

aspects all the way to UWB networking and UWB applications with the aim of shed-

ding light on the UWB challenges listed at the end of the previous section. Although

more emphasis is given to impulse radio UWB, OFDM-based UWB is also

discussed throughly.

In UWB, the transmission bandwidth is extremely large, leading to multiple

resolvable paths. At a given total transmitted power, power is distributed over an

extremely large bandwidth. In the time domain, the high resolvability due to ultra

wide bandwidth can affect the receiver performance. Since the total power is distrib-

uted over many multipath components, the power on each path might be very low

[1]. Also, due to the broadband nature of UWB signals, the components propagating

along different paths may undergo different frequency selective distortions. As a

result, a received signal is made up of pulses with different pulse shapes, which

makes synchronization, channel estimation, and optimal receiver design more chal-

lenging than in other wideband systems. In addition, implementation of standard
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techniques in digital UWB receivers would require very fast analog-to-digital (A/D)

converters, operating in the gigahertz range, and thus high power consumption. As a

result, synchronization and channel estimation are two of the most important issues

in UWB. Therefore, one whole chapter will be devoted to discussion of synchroniza-

tion and channel estimation issues. The problem of low-complexity channel esti-

mation and synchronization issues in digital UWB receivers will be considered in

detail in Chapter 2, “UWB Channel Estimation and Synchronization.”

A very close subject to UWB synchronization is the accurate estimation of time

of arrival of UWB signals. Accurate synchronization and fine resolution in time of

arrival are not only important for reception and detection, but also for accurate

ranging. Locationing and ranging applications can be developed on the basis of

proper and low complex synchronization algorithms. Hence, Chapter 3, “Ultra

Wideband Geolocation,” covers this aspect. An overview of conventional ranging

and positioning techniques, as well as the study of their performance for range esti-

mation, is provided in this chapter.

Selecting the appropriate modulation technique for UWB still remains a major

challenge. There are various possible modulation options depending on the appli-

cation, design specifications and constraints, range, transmission and reception

power, quality of service requirements, regulatory requirements, hardware complex-

ity, data rate, reliability of channel, and capacity. Therefore, it is crucial to select the

appropriate modulation according to purpose. Possible choices for UWB are binary

phase shift keying (BPSK), quadrature phase shift keying (QPSK), PAM, OOK,

PPM, pulse interval modulation (PIM), and pulse shape modulation (PSM) [2].

Among these options, BPSK is the most popular in UWB applications due to its

smooth power spectrum and low BER. However, accurate phase detection of the

modulated signal in BPSK requires complex channel estimation algorithms at the

receiver. Compared with BPSK, OOK and PPM only require the knowledge of

the presence or absence of energy and therefore channel estimation is not necessary

for noncoherent reception. However, it is also possible to employ coherent receivers

for these modulations for improved performance. Noise levels over the wireless

channel also influence the choice of modulation. Higher-order modulation ensures

high data rate at the cost of poor BER over noisy channels. Therefore, lower

order modulation for low data rate applications is desirable under poor channel con-

ditions. Transmission over multiple frequency bands or over multiple carriers, and

various multiple accessing options such as time hopping (TH) and direct sequence

(DS) could also be considered under the umbrella of UWB modulations. These

issues will be covered in Chapter 4, “UWB Modulation Options,” where several

modulation options will be compared.

Similar to modulation options, there are also various ways to control the UWB

spectrum shape by pulse shaping. As mentioned in the previous section, for appro-

priate spectrum overlay, the local regulators impose spectral masks that strictly con-

strain the transmission power of a UWB signal. Spectral masks are often not

uniform, that is, there are stronger restrictions in some parts of the spectrum com-

pared with others. The spectrum of a transmitted signal is influenced by the modu-

lation format, the multiple access scheme, and most critically by the spectral shape
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of the underlying UWB pulse. The choice of the pulse shape is thus a key design

decision in UWB systems. Chapter 5, “Ultra Wideband Pulse Shaper Design,”

will discuss the UWB pulse design issues.

Another important challenge in UWB wireless systems is the design of antennas.

Most difficult issues include broadband response of impedance matching, gain,

phase, radiation patterns, and polarization. Therefore, Chapter 6, “Antenna

Issues,” discusses antenna design in UWB systems along with the effects of

antenna design on the transmission of UWB signals. Also, antenna design and

pulse shaping issues are related in this chapter, and special considerations are

given for UWB antenna design by taking pulse sources into account.

Many of the current applications of UWB require power efficient, low cost, and

small-sized UWB transceivers. Therefore, practical and low complexity implemen-

tation of transceivers is of vital importance for the successful penetration of the

UWB technology. UWB transceiver requirements and related trade-offs regarding

practical designs will be discussed in Chapter 7, “Ultra Wideband Receiver Archi-

tectures.” Different receiver structures will be discussed and these various

approaches will be compared in terms of their ability to exploit a priori information

(side information). The robustness of these various receivers depending on the avail-

ability and accuracy of the side information will also be investigated.

In order to be able to develop efficient and high performance transceiver algor-

ithms and to design reliable radio systems, accurate and realistic modeling of the

radio channel is needed. Unfortunately, the mechanisms that govern radio propa-

gation in a wireless communication channel are complex and diverse. Consequently,

channel modeling has been a subject of intense research for a long time. UWB

channel modeling presents many differences compared with the well-known nar-

rowband channel models. Therefore, Chapter 8, “Ultra Wideband Channel Model-

ing and its Impact on System Design,” will provide an overview of the UWB

propagation channel modeling work and its impact on the UWB communication

system design. Establishment of the fundamental concepts and background for mod-

eling the UWB multipath propagation channel, discussion of the two commonly

used channel sounding techniques, description of the UWB statistical-based

channel modeling work, and discussion of the impact of UWB channel on the

system design are some of the important aspects that will be discussed in this

chapter.

Exploiting the radio channel properties for improving the transceiver perform-

ance has a rich and long history in the wireless communication literature. Multiple

antenna systems is one of these techniques that has been used for different purposes

including diversity combining, interference cancellation, and data rate increase.

Multi-input multi-output (MIMO) antenna systems is a major topic that has received

significant interest in the wireless community over recent years. MIMO, which is

often interpreted as an add-on technology, can be incorporated in any type of wire-

less technology, one of which is UWB. Therefore, in Chapter 9, “MIMO and UWB,”

the potential benefits of MIMO and UWB in terms of range extension, data rate

improvement, interference rejection, and potential technological simplifications are

introduced. Also, in the same chapter, a literature review on UWB multiantenna
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techniques, subdivided in spatial multiplexing, spatial diversity, beam-forming, and

related topics, is provided. Complementing the channel models of Chapter 8, spatial

UWB channel measurements and modeling will be highlighted to provide a solid

basis for algorithmic design of MIMO and UWB transceivers.

In order to effectively share the available spectrum between different users, mul-

tiple accessing is of fundamental importance in wireless communication systems.

Time division multiple access (TDMA), frequency division multiple access

(FDMA), and code division multiple access (CDMA) are the most popular multi-

access techniques for wireless systems. As in any communication system, multiple

access is a key issue in UWB networks. In an ideal scenario, the system should be

designed in such a way that there will be no interference from other users on a

desired user. In reality this is not the case, as the systems are trying to provide

access to more users so that the spectrum can be exploited more efficiently. As a

result, multiple-access interference (such as co-channel interference, adjacent

channel interference, and correlation of the other users code with the desired user

code) becomes a tricky issue in wireless communications. Chapter 10, “Multiple-

access Interference Mitigation in Ultra Wideband systems,” covers the issues

related to multiple-access IR-UWB, and explains signal processing techniques for

combating the effects of interfering users on the detection of information symbols.

Another major interference source, specifically in UWB systems, is narrowband

interference. The influence of narrowband technologies on UWB system can be sig-

nificant, and in the extreme case, these signals may completely jam the UWB recei-

ver. Even though narrowband signals interfere with only a small fraction of the

UWB spectrum, due to their relatively high power with respect to the UWB

signal, the performance and capacity of UWB systems can be affected considerably

[3]. Recent studies show that the BER of UWB receivers is greatly degraded due to

the impact of narrowband interference [4–8]. The high processing gain of the UWB

signal can cope with the narrowband interferers to some extent. In many cases,

however, even the large processing gain alone is not sufficient to suppress the

effect of the high power interferers. Therefore, either the UWB system needs to

avoid transmission over frequencies of strong narrowband interferers, or UWB

receivers need to employ NBI suppression techniques to improve performance,

capacity, and range. Narrowband interference issues will be discussed in detail in

Chapter 11, “Narrowband Interference Issues in Ultra Wideband Systems.”

Several of the above issues affect both impulse radio and multicarrier-based

implementations of UWB. There are some specific issues and advantages,

however, related to the OFDM based approach that deserved at least one whole

chapter, considering also that the multiband OFDM system is currently one of the

leading proposals for the IEEE 802.15.3a standard and is supported by more than

100 large companies and universities. For this purpose, Chapter 12, “Orthogonal

Frequency Division Multiplexing for Ultra Wideband Communications,” discusses

in detail the OFDM based UWB approach.

The physical (PHY) and multiple access issues do not constitute the only research

and development challenges and opportunities for UWB. Many other aspects are

related to networking, adaptation, and crosslayer optimization. UWB networks
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have the potential to offer high bandwidth rates with low spectral energy, besides

other features such as accurate localization and lower probability of jamming and

detection. This has led to an increased interest in building UWB-based data net-

works. For instance, the IEEE TG802.15.3a standards group is in the process of

developing an alternative high-speed link layer design conformable with the IEEE

802.15.3 wireless personal area network (WPAN) multiple-access protocol, operat-

ing at a few tens of meters and speeds of the order of several hundred megabits per

second. UWB based networks are also being considered for wireless sensor net-

works and military applications. Chapter 13, “UWB Networks and Applications,”

contains a survey that will cover these issues.

Besides the strong push for high-data-rate UWB networks, there has also been a

growing interest towards applying UWB to low-power and low-data-rate networks,

such as in sensor networks [9]. The low bit rate applications and network issues of

UWB will be discussed in Chapter 14, “Low-bit-rate UWB Networks.”

Related to the UWB networking, one of the biggest challenge is to develop effi-

cient routing protocols for mobile ad-hoc networks. The routing protocols in ad-hoc

networks in general, and some specific aspects of these for UWB, will be discussed

in detail in Chapter 15, “An Overview of Routing Protocols for Mobile Ad-hoc

Networks.” Power (or energy) aware routing protocols, which are described in

this chapter, can be efficiently applied to ad-hoc networks with UWB.

As mentioned in the previous section, one of the great benefits of UWB is the

flexibility for adaptive transceiver and network design. The adaptive network

design and cross-layer optimization techniques are gaining significant interest in

wireless communications. Therefore, Chapter 16, “Adaptive UWB Systems,”

focuses on adaptivity in UWB systems. In particular, it addresses the problem of

how to exploit the UWB adaptability to support wireless links in ad-hoc networks

as well as how to dynamically set up wireless communications among devices

distributed in a given area, without the support of a centralized infrastructure.

Finally, a case study chapter on the application of UWB on wireless sensors

network and for geolocationing is provided in Chapter 17, “UWB Location and

Tracking—a Practical Example of an UWB-based Sensor Network.” Impulse

radio-based UWB technology has a number of inherent properties which are well

suited to sensor network applications. In particular, impulse radio-based UWB

systems (with potentially low complexity and low-cost designs and with noise-

like signals) are resistant to severe multipath and have very good time domain res-

olution supporting location and tracking applications. In this chapter, an example

architecture of a sensor system based on low-power, low-complexity UWB transcei-

vers and a TDMA-based MAC will be provided.
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&CHAPTER 2

UWB Channel Estimation and
Synchronization

IRENA MARAVIĆ and MARTIN VETTERLI

2.1 INTRODUCTION

Ultra wideband (UWB) systems are characterized as systems with instantaneous

spectral occupancy larger than 500 MHz, or with a bandwidth greater than 20%

of the center frequency. UWB radios can use frequencies from 3.1 GHz to

10.6 GHz—a band more than 7 GHz wide. In order to allow for such a large

signal bandwidth, the FCC introduced severe broadcast power restrictions [11],

meaning that UWB devices can make use of an extremely wide frequency band

while not emitting enough energy to be noticed by other narrower band systems

nearby, such as 802.11a/g radio. Such strict power limits, along with extreme band-

widths involved, bring about new challenges to both the analysis and practice of

reliable systems. Namely, some of the critical issues include high sensitivity to syn-

chronization errors, optimal exploitation of fading propagation effects in frequency-

selective channels, low-power designs and co-existence with other wireless devices,

as well as the development of novel signal processing techniques that are suitable for

fully digital implementation.

Traditional UWB systems, often referred to as impulse radio, use trains of pulses

of very short duration (on the order of a nanosecond), thus spreading the signal

energy from near DC to several GHz [34, 45]. To maintain adequate signal

energy for reliable detection, each symbol is made up of a sequence of pulses and

transmitted over a large number of frames, with one pulse per frame. Such a signal-

ing scheme is widely considered as a perfect candidate for a variety of bandwidth-

demanding applications in wireless communications, including precise position

location, ranging, and imaging through materials, among others. Yet, realizing the

full potential of impulse radio communications depends critically on the success

of timing synchronization, as its accuracy and complexity directly affect the

system performance. Timing synchronization is required both at the frame level,
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to determine when the first frame of each symbol starts, and at the pulse level, in

order to find where a pulse is located within a frame. While synchronization

represents the critical step in other wideband systems, such as DS-CDMA [2, 22],

and methods developed for DS-CDMA can be adapted to UWB systems as well,

the need for a much higher sampling rate in the latter makes this problem more chal-

lenging and calls for a different solution.

Recently, there has been increased interest in using other transmission techniques

that would use multiple subbands rather than a single band to occupy such extremely

wide bandwidths. In particular, baseband pulses can be modulated by several analog

carriers to multiple frequency bands (typically 500–800 MHz wide). Such a trans-

mission technique, usually referred to as multiband UWB [1], has several advantages

over-pulse-based signaling scheme, including more efficient use of the FCC spectral

mask [10], and reduced interference to/from coexisting systems by flexible selection

of subbands [33]. As in pulse-based systems, timing acquisition and channel estima-

tion also pose difficulties in multiband UWB systems; however, one of the major

challenges in the system design is carrier frequency synchronization, especially if

OFDM or fast frequency hopping is employed across multiple subbands.

In this chapter, we will consider the problem of timing synchronization and

channel estimation in UWB systems, focusing mainly on the pulse-based signaling

scheme. A vast amount of literature on this topic has appeared recently, with a

common trend to minimize the number of analog components needed, and

perform as much of the processing digitally as possible [9, 14, 17, 31]. Yet, given

the extreme bandwidths involved, digital implementation may lead to prohibitively

high costs in terms of power consumption and receiver complexity. For example,

conventional techniques based on sliding correlators would require very fast and

expensive A/D converters (operating in the gigahertz range) and therefore high

power consumption. Furthermore, implementation of such techniques in digital

systems would have almost unaffordable complexity in real systems as well as

slow convergence time, since one has to perform an exhaustive search over thousands

of fine bins, each at the nanosecond level. In order to improve the acquisition speed,

several modified timing recovery schemes have been proposed, such as a bit reversal

search [14], or the correlator-type approach which exploits properties of beacon

sequences [12]. Even though some of these methods have already been in use in

certain analog systems [11], the need for very high sampling rates, along with

the search-based nature of these methods, makes them less attractive for digital

implementation. Recently, a family of blind synchronization techniques was devel-

oped [31], which takes advantage of the so-called cyclostationarity of UWB signal-

ing, that is, the fact that every information symbol is made up of UWB pulses that

are periodically transmitted (one per frame) over multiple frames. While such

an approach relies on frame-rate rather than Nyquist rate sampling, it requires

relatively large data sets in order to achieve good synchronization performance.

Another challenge arises from the fact that the design of an optimal UWB receiver

must take into account certain frequency-dependent effects on the received wave-

form. That is, due to the broadband nature of UWB signals, the components propagat-

ing along different paths typically undergo different frequency-selective distortions
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[7, 36]. As a result, a received signal is made up of pulses with different pulse shapes,

which makes the problem of optimal receiver design a much more delicate task than

in other wideband systems [2, 22, 27]. In [7], an array of sensors is used to spatially

separate the multipath components, which is then followed by identification of each

path using an adaptive method, the so-called Sensor-CLEAN algorithm. However,

due to the complexity of the method and the need for an antenna array, the method

has been used primarily for UWB propagation experiments. In recent work [30],

the authors present a data-aided maximum likelihood (ML) estimation approach,

which uses symbol-rate samples of the correlator output, assuming that the received

signal is correlated with a received noisy template. In particular, the term noisy

template (or dirty template) comes from the fact that each received segment is

noisy, distorted by the same, unknown channel and subject to the same time offset

(corresponding to the time delay of an “aggregate” channel). A similar technique

is also discussed in [32] where, at the receiver, integrate-and-dump operations are

carried out on products of such segments, and the timing offset is found from

symbol-rate samples. While such an approach significantly reduces the sampling

rate compared with conventional techniques based on sliding correlators, it can be

used primarily for timing acquisition in UWB impulse radios, but cannot be directly

extended for estimating the channel impulse response.

In this chapter, we will mainly focus on a frequency-domain approach to channel

estimation and synchronization in pulse-based ultra-wideband systems. Specifically,

we will show how to extend some of our recent results on sampling certain classes of

parametric nonband-limited signals [19, 29] to the problem of channel estimation in

UWB systems, and estimate unknown channel parameters from a set of samples

taken at a sub-Nyquist rate. The outline of the chapter is as follows. In Section 2.2,

we introduce a model of a multipath fading channel and present a frequency domain

framework for channel estimation. To provide a better insight into the basic prin-

ciples behind the frequency domain approach, we first introduce a polynomial

method for parameter estimation, which uses a concept of annihilating filters [30]

and requires polynomial rooting to obtain parameters of interest. Next, we present

a subspace-based method, which allows for more robust parameterization using

the state-space approach [23]. In Section 2.3, we discuss the numerical performance

and computational complexity of the presented algorithms and discuss alternative

methods of lower computational requirements. In Section 2.4, we consider the

case of more realistic UWB channel models, and present results on the problem

of joint estimation of pulse shapes and time delays along different propagation

paths. In Section 2.5, we discuss an extension of the frequency-domain framework

to the problem of channel estimation from multiple (not necessarily adjacent) fre-

quency bands. Namely, we present a more general solution that incorporates a

filter bank at the receiver and allows for the estimation of the channel from multiple

frequency bands with highest signal-to-noise ratio. Finally, in Section 2.6, we

discuss the application of our framework to UWB systems for precise position

location. In particular, we present a multiresolution or two-step approach to acqui-

sition in such systems, which provides unique advantages over existing techniques

in terms of acquisition speed and computational requirements.
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2.2 CHANNEL ESTIMATION AT SUBNYQUIST SAMPLING RATE

2.2.1 UWB Channel Model

A number of propagation studies for ultra wideband signals have been done, taking

into account temporal properties of a channel or characterizing a spatio-temporal

channel response [7]. A typical model for the impulse response of a multipath

fading channel is given by

h(t) ¼
XL

l¼1

ald(t � tl), (2:1)

where tl and al denote a signal delay and propagation coefficient along the lth path,

respectively. Although this model does not adequately reflect specific frequency-

dependent effects, it is commonly used for diversity reception schemes in conven-

tional wideband receivers (e.g., RAKE receivers) [22]. Equation (2.1) can be inter-

preted as saying that a received signal y(t) is made up of a weighted sum of

attenuated and delayed replicas of the transmitted signal s(t), that is,

y(t) ¼
XL

l¼1

als(t � tl)þ h(t), (2:2)

where h(t) denotes receiver noise.

In order to estimate the unknown delays and propagation coefficients, several

classes of algorithms have been developed so far. In [4], the authors propose a

least-squares (LS) procedure, taking into account the clustered structure of the

channel. However, such an approach requires the Nyquist sampling rate (that is, a

sub-pulse rate) and has prohibitively high computational requirements. Another

class of algorithms is based on the maximum likelihood (ML) criterion for estimating

the channel parameters [18, 36]. For example, in [18], the authors use the ML par-

ameter estimation of UWB multipath channels in the presence of multiple-access

interference (MUI). In particular, the impulse response estimates are formed using

either training symbols or information-bearing symbols, while treating MUI as

white Gaussian noise. Similarly to the LS approach, the computational complexity

of the ML estimator increases rapidly as the number of multipath components

increases, and becomes almost unaffordable in real-time applications. Besides, the

sampling rate suggested in [18] is in the range 12.5/Tp 2 25/Tp (where Tp denotes

the pulse duration). With a typical value of Tp ¼ 0.7 ns [38], the required sampling

rate is prohibitively high and ranges between 17.9 GHz and 35.7 GHz.

To avoid the high sampling rate and reduce complexity, there has been a renewed

interest in using the so-called transmitted-reference (TR) signaling; that is, rather

than estimating the channel impulse response h(t), one should estimate the aggregate

analog channel s(t) * h(t). Namely, the idea is to couple each information-bearing

pulse s(t) with an unmodulated (or pilot) pulse. For example, the transmitted

pulse can be of the form p(t) ¼ s(t)þ b . s(t 2 Tf), b ¼ f+1g, where the frame
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duration Tf is chosen such that, after multipath propagation, the information and

pilot pulses do not overlap. The receiver then correlates the received signal y(t)

with its delayed version y(t � Tf ) to yield the symbol estimate, assuming that the

timing of each pulse is known. While such an approach requires only frame-rate

samples, it results in 50% energy or rate loss, as half of the transmitted waveforms

are used as pilot symbols. Recently, several modifications of the TR scheme have

been also proposed in the literature. In [5], the so-called generalized likelihood

ratio test (GLRT) schemes were investigated, whereas in [37] the authors propose

a maximum-likelihood approach, which computes the autocorrelation of the

channel impulse response at various delays. Yet, such techniques trade off compu-

tational requirements for performance, and have nearly the same complexity as the

methods developed in [8, 36].

In the following, we will discuss a frequency-domain approach to channel esti-

mation and timing in digital UWB receivers, which allows for sub-Nyquist

sampling rates and reduced receiver complexity, while retaining a good perform-

ance. The idea is based on our recent results on sampling of certain classes of

parametric nonband-limited signals that have a finite number of degrees of

freedom per unit of time, or finite rate of innovation [19, 29]. Namely, the key

is to note that the received signal y(t) has only 2L degrees of freedom, time

delays tl and propagation coefficients al. Therefore, it seems intuitive that, when

s(t) is known a priori and there is no noise, it is possible to perfectly reconstruct

the signal by taking only 2L samples of y(t). That is, the minimum required

sampling rate is, in general, determined by the number of degrees of freedom

per unit of time, or the so-called rate of innovation [34]. While all the

unknown parameters can be estimated using the time domain model (2.2), an effi-

cient, closed-form solution is possible if we consider the problem in the frequency

domain.

2.2.2 Frequency-Domain Channel Estimation

Assume that, during the channel estimation phase, the signal s(t) is periodically

transmitted, with a period T, to the receiver. For example, if s(t) is made up of a

modulated sequence of ultra short pulses, this would mean that the same sequence,

or the same symbol, is periodically transmitted over the channel. Note that we

made this assumption only to simplify the derivation, while it is generally

not required (and sometimes cannot be even met in practice). If the channel is

stationary,1 the received noiseless signal y(t) can be expressed in terms of its

Fourier series as:

y(t) ¼
X1

m¼�1

Y ½m�e jmv0t, (2:3)

1In fact, the only requirement is that the channel is quasi-stationary, namely, that its statistics do not

change in a single burst, but can change from burst to burst.
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where v0 ¼ 2p=T , while Y½m� are the Fourier series coefficients of y(t). If we

denote by S½m� the Fourier series coefficients of the transmitted signal s(t), and

using the channel model given by (2.1), the coefficients Y ½m� can be expressed as:

Y ½m� ¼
1

T

XL

l¼1

alS½m�e
�jmv0tl : (2:4)

Clearly, the spectral components of the received signal are given by a sum of

complex exponentials, where the unknown time delays tl appear as complex fre-

quencies while propagation coefficients al appear as unknown weights. Therefore,

by considering the frequency domain representation of the received signal, one can

convert the problem of estimating the unknown channel parameters {tl}
L
l¼1 and

{al}
L
l¼1 into the classical harmonic retrieval problem, commonly encountered in

spectral estimation [25].

High-resolution harmonic retrieval is well-studied: there exists a rich body of lit-

erature on both theoretical limits and efficient algorithms for reliable estimation [15,

16, 21, 23]. There is a particularly attractive class of model-based algorithms, called

super-resolution methods, which can resolve closely spaced sinusoids from a short

record of noise-corrupted data. In [23, 25], a polynomial realization is discussed,

where the parameters are estimated from zeros of the so-called prediction or annihi-

lating filter. In [23], a state space method is proposed to estimate parameters of super-

imposed complex exponentials in noise, which provides an elegant and numerically

robust tool for parameter estimation using a subspace-based approach. The ESPRIT

algorithm is developed in [21], which can be viewed as a generalization of the state

space method applicable to general antenna arrays. In [16], several subspace tech-

niques for estimating generalized eigenvalues of matrix pencils are addressed,

such as the Direct matrix pencil algorithm, Pro-ESPRIT, and its improved version

TLS-ESPRIT. Another class of algorithms is based on the optimal maximum likeli-

hood (ML) estimator [30], however, ML methods require L-dimensional search and

are computationally more time-consuming than the subspace-based algorithms.

Besides, in most cases encountered in practice, subspace methods can achieve per-

formance close to that of the ML estimator [15], and are thus considered to be a

viable alternative, provided that a low-rank system model is available.

In the following, we will adopt a model-based approach and show that it is poss-

ible to obtain high-resolution estimates of all the relevant parameters by sampling

the received signal below the traditional Nyquist rate. The general setup we will

be considering is shown in Figure 2.1. We will first discuss a polynomial realization

of the estimator, which provides a good insight into fundamental principles behind

high-resolution estimation from a subsampled version of the received signal. Later,

we will present a more practical, subspace-based approach.

2.2.3 Polynomial Realization of the Model-Based Methods

Suppose that the received signal y(t) is filtered with an ideal bandpass filter Hb ¼

½�N1v0, �M1v0�< ½M1v0, N1v0� of bandwidth B ¼ (N1 �M1)v0, and assume for
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simplicity that M1v0 ¼ kB, where k is a nonnegative integer number. At this point,

we should note that the minimum size of the filter bandwidth is determined by the

number of degrees of freedom of the received noiseless signal, that is, 2Lv0.

Let {yn}N
n¼1 denote the uniform samples taken from a filtered version of the

received signal,

yn ¼ khb(t � nTs)y(t)l, n ¼ 0, 1, . . . , N � 1,

where Ts is the sampling period, while hb(t) is the time domain representation of the

filter Hb. Then the following relation holds:

yn ¼ khb(t � nTs),
X

m

Y½m�e jmv0tl (2:5)

¼
X

m

Y½m�Hb(mv0)e jmv0nTs (2:6)

¼
X�M1

m¼�N1

Y ½m�e jmv0nTs þ
XN1

m¼M1

Y½m�e jmv0nTs : (2:7)

In fact, the above assumption on the position of the filter passband allows one to

sample the signal at a rate determined by the bandwidth of the filter

Rs � 2(B=2p), which is commonly referred to as bandpass sampling [28]. Other-

wise, one can use a more traditional approach of downconverting the filtered

version prior to sampling, which also allows for sub-Nyquist sampling rates, but

requires additional hardware stages in the analog front end. Under the above

assumptions on the minimum sampling rate and the minimum bandwidth of the

filter, the system of Equations (2.7) is invertible and will yield a unique solution

for the coefficients Y½m�, m [ ½�N1, �M1�< ½M1, N1� [19, 29]. In the following,

we will consider only the coefficients Y ½m� with positive indices m, that is

m [ ½M1, N1�, while all the results can be also extended to the case when the coeffi-

cients with negative indices are included as well [19].

If we denote by Ys½n� ¼ Y ½M1 þ n�=S½M1 þ n�, and assuming that in the con-

sidered frequency band the above division is not ill-conditioned, the samples Ys½n�

Figure 2.1 Receiver block diagram.
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can be expressed as a sum of complex exponentials, that is,

Ys½n� ¼
XL

l¼1

ale
�j(M1v0þnv0)tl ¼

XL

l¼1

~ale
�jnv0tl , (2:8)

where ~al ¼ ale
�jM1v0tl . In practice, the discrete Fourier transform (DFT) will be used

to determine Y ½n� and S½n�. Therefore, in the case of a nonperiodic transmission or

when the channel is not stationary, Equation (2.8) will not hold exactly. When

y(t) is a periodic signal (e.g., as in the case discussed in Section 2.6), the DFT coeffi-

cients will exactly satisfy Equation (2.8).

The annihilating filter approach exploits the fact that in the absence of noise, each

exponential {e�jnv0tl }n[Z can be “nulled out” or annihilated by a first-order finite

impulse response (FIR) filter Hl(z) ¼ (1� e�jv0tl z�1), that is,

e�jnv0tl � ½1, �e�jv0tl � ¼ 0:

Consider thus an Lth order FIR filter H(z) ¼
PL

m¼0 H½m�z�m, having L zeros at

zl ¼ e�jv0tl ,

H(z) ¼
YL

l¼1

(1� e�jv0tl z�1): (2:9)

Note that H½m� is the convolution of L elementary filters with coefficients

½1, �e�jv0tl �, l ¼ 1, . . . , L. Since Ys½n� is the sum of complex exponentials, each

will be annihilated by one of the roots of H(z), thus we have

(H � Ys)½n� ¼
XL

k¼0

H½k�Ys½n� k� ¼ 0, for n ¼ L, . . . , N � 1: (2:10)

Therefore, the information about the time delays tl can be extracted from the roots of

the filter H(z). The corresponding coefficients ~al are then estimated by solving the

system of linear Equations (2.8). In the following, we give an outline of the algor-

ithm, while a more detailed discussion on the annihilating filter method can be found

in [25] and [29].

Annihilating Filter Method
1. Find the coefficients H[k] of the annihilating filter

H(z) ¼
YL

l¼1

(1� e�jv0tl z�1) ¼
XL

k¼0

H½k�z�k, (2:11)

which satisfies Equation (2.10), that is,

(H � Ys)½n� ¼ 0, for n ¼ L, . . . , N � 1:
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By setting H½0� ¼ 1, at critical sampling Equation (1.10) becomes

Ys½L� 1� Ys½L� 2� � � � Ys½0�

Ys½L� Ys½L� 1� � � � Ys½1�

..

. ..
. . .

.

Ys½2L� 2� Ys½2L� 3� � � � Ys½L� 1�

0

BBB@

1

CCCA �
H½1�

..

.

H½L�

0

B@

1

CA

¼ �

Ys½L�

Ys½Lþ 1�

..

.

Ys½2L� 1�

0

BBB@

1

CCCA� (2:12)

This system of equations is usually referred to as a high-order Yule–Walker

system [30].

2. Find the values of tl by finding the roots of H(z).

3. Solve for the coefficients ~al by solving the system of linear equations in

Equation (2.8). This is a Vandermonde system, which has a unique solution

since the tls are assumed to be distinct. The propagation coefficients al are

then given by al ¼ ~ale
jM1v0tl .

The above result can be interpreted in the following way: the signal y(t) is pro-

jected onto a low-dimensional subspace corresponding to its bandpass version.

This projection is a unique representation of the signal as long as the dimension

of the subspace is greater than or equal to the number of degrees of freedom. Specifi-

cally, since y(t) has 2L degrees of freedom, {tl}
L�1
l¼0 and {al}

L�1
l¼0 , it suffices to use

only 2L adjacent coefficients Ys½n�, as can be seen from Equation (2.12). While in

the noiseless case the critically sampled scheme leads to perfect estimates of all

the parameters, in the presence of noise, such an approach suffers from poor numeri-

cal performance. In particular, any least-squares procedure that determines the filter

coefficients directly from Equation (2.12) has poor numerical precision. In practice,

this problem can be dealt with by oversampling and using standard techniques from

noisy spectral estimation, such as the singular value decomposition (SVD). Namely,

one should consider an extended system of Equations (2.12), that is,

Ys½L� 1� Ys½L� 2� � � � Ys½0�

Ys½L� Ys½L� 1� � � � Ys½1�

..

. ..
. . .

.

Ys½L1 � 2� Ys½L1 � 3� � � � Ys½L1 � L� 1�

0

BBBB@

1

CCCCA
�

H½1�

..

.

H½L�

0

B@

1

CA ¼ �

Ys½L�

Ys½Lþ 1�

..

.

Ys½L1 � 1�

0

BBBB@

1

CCCCA

() Y � h ¼ �ys, (2:13)
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with L1 . 2L, and decompose the matrix Y as

Y ¼ UsLsVs
H
þ UnLnVn

H, (2:14)

with the first term corresponding to the best (in the Frobenius-norm sense) rank L

approximation of the matrix Y. The filter coefficients h are then computed as

h ¼ �VsLs
�1Us

H � ys: (2:15)

Although this modification considerably improves numerical accuracy on the

estimates of filter coefficients, it is not sufficient for a good overall performance

of the algorithm. In particular, in order to reduce sensitivity of the frequency esti-

mates to noise, typically a high-order polynomial must be used [15], which

imposes a significant computational burden since it is necessary to find roots of

a large size polynomial in order to extract a small number of signal poles. In

the following section, we will present an alternative subspace approach, based

on state space modeling [23], which avoids root finding and relies only on a

correct deployment of matrix manipulations. It leads to robust parameter estimates

without overmodeling, by appropriately exploiting the algebraic structure of the

signal subspace.

2.2.4 Subspace-Based Approach

The use of subspace techniques for channel estimation in wideband systems, such as

DS-CDMA, is not new in the literature [2, 22, 27]. Yet almost all existing methods

solve for the desired parameters from a sample estimate of the covariance matrix and

resort to the Nyquist sampling rate (or even use fractional sampling). Clearly, apply-

ing such techniques to UWB systems would require sampling rates on the order of

GHz and computational requirements not affordable in most of the UWB appli-

cations. We will show that it is possible to estimate all the parameters from a

low-dimensional signal subspace, and this by avoiding explicit computation of the

covariance matrix.

The main idea behind the state space approach is the following. Given the set of

coefficients Ys½n�, Equation (2.8), construct a Hankel2 data matrix Ys of size P � Q,

where P, Q . L,

Ys ¼

Ys½0� Ys½1� . . . Ys½Q� 1�

Ys½1� Ys½2� . . . Ys½Q�

..

.

Ys½P� 1� Ys½P� . . . Ys½Pþ Q� 2�

0

BBB@

1

CCCA (2:16)

2A Hankel matrix is a matrix in which the (i, j)th entry depends only on the sum iþ j.
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Consider first the simple case of a channel with only L ¼ 1 propagation path. In the

absence of noise, the elements of the matrix Ys are given by

Ys½ p, q� ¼ ~a1z
pþq
1 , 0 � p � P� 1, 0 � q � Q� 1, (2:17)

where z1 ¼ e�jv0t1 denotes the signal pole. Therefore, Ys can be written as

Ys ¼ ULVH, where the matrices U, L and V are given by

U ¼ ( 1 z1 z2
1 . . . zP�1

1 )T L ¼ ( ~a1)

V ¼ ( 1 z�1 z�21 . . . z�Q�1
1 )

T
:

ð2:18Þ

The state space method is based on two properties of the data matrix Ys. The first one

is that in the case of noiseless data, Ys has rank L ¼ 1. The second one is a

Vandermonde structure of U and V, that is, they both satisfy the so-called shift-

invariant subspace property,

U ¼ U � z1 and V ¼ V � z�1, (2:19)

where ( � ) and ( � ) denote the operations of omitting the first and the last row of ( � )

respectively. Obviously, in the absence of noise, the signal pole z1 (or its conjugate

z�1) can be perfectly estimated from only two adjacent elements of U, or alterna-

tively, V. In practice, z1 should be fitted to a larger data set, using any of the two

relations in Equation (2.19), specifically,

z1 ¼ Uþ � U or z�1 ¼ Vþ � V, (2:20)

where ( � )þ denotes the pseudoinverse of ( � ). Once the signal pole has been esti-

mated, the time delay t1 can be determined from its complex frequency, namely,

z1 ¼ e�jv0t1 , while ~a1 can be found as a least-squares solution to Equation (2.8).

Let us next show how the same approach can be used to estimate the channel with

L . 1 paths. As in the previous case, given the set of coefficients Ys½n� ¼
PL

l¼1 ~alz
n
l ,

one should first construct the data matrix Ys as in Equation (2.16). In the absence of

noise, Ys can be decomposed as Ys ¼ ULVH, where U, L and V are now given by

U ¼

1 1 1 . . . 1

z1 z2 z3 . . . zL

..

.

zP�1
1 zP�1

2 zP�1
3 . . . zP�1

L

0

BBBB@

1

CCCCA
(2:21)

L ¼ diag( ~a1 ~a2 ~a3 . . . ~aL ) (2:22)
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V ¼

1 1 1 . . . 1

z�1 z�2 z�3 . . . z�L

..

.

z�Q�1
1 z�Q�1

2 z�Q�1
3 . . . z�Q�1

L

0

BBBB@

1

CCCCA
: (2:23)

Clearly, we can again exploit the Vandermonde structure of U and V, with the fol-

lowing shift-invariant subspace property:

U ¼ U �F and V ¼ V �FH, (2:24)

where in this case, F is a diagonal matrix having zls along the main diagonal. At this

point, we should note that the above factorization is not unique. That is, if

Ys ¼ USVH, then Ys ¼ UA � A�1SB � B�1V
H

is another possible factorization, for

every choice of L � L nonsingular matrices A and B. However, as we will show

in the following, any such factorization can be used to estimate the signal poles.

The second key property is that, in the absence of noise, Ys has rank L. This will

allow us to reduce the noise level by approximating a noisy data matrix with a rank

L matrix, and this by computing its singular value decomposition (SVD). Note that

when Ys is decomposed using the SVD, one would not obtain the same matrices

U, L and V as in Equations (2.21)–(2.23); however, the shift-invariance property

would hold as well. In order to prove this, assume that the SVD of Ys is given by

Ys ¼ UsLsVs
H
þ UnLnVn

H, (2:25)

where the columns of Us and Vs are L principal left and right singular vectors of Ys,

respectively, while the second term contains remaining nonprincipals. Since both Us

and Vs are matrices of rank L [as well as U and V in Equations (2.21) and (2.23)],

there will exist L � L nonsingular matrices A and B such that Us ¼ U � A and

Vs ¼ V � B. Consider next the Vandermonde matrix U, given by Equation (2.21),

which can be written in the following, more compact form:

U ¼

b

b �F
b �F2

..

.

b �FP�1

0

BBBBB@

1

CCCCCA
, (2:26)

where F is the same diagonal matrix as before, F ¼ diag(zl), while b is a row vector

of length L, given by b ¼ ½1 1 . . . 1�L�1. The key is to observe that the matrix
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Us ¼ UA can be expressed as

UA ¼

bA

bA � A�1FA

bA � A�1F2A

..

.

bA � A�1FP�1A

0

BBBBB@

1

CCCCCA
, (2:27)

where we have inserted AA�1 between b and Fk. Given that (A�1FA)k ¼ A�1FkA,

it becomes obvious that UA satisfies the shift-invariance property as well,

specifically,

UA ¼ UA � A�1FA (2:28)

In this case, the matrix A�1FA in Equation (2.28) will be similar to F; therefore, it

will have the same eigenvalues as F, that is, {zk}K�1
k¼0 . The same will be true in the

case when the signal poles are estimated from a matrix V, or another matrix VB,

where B is any K � K nonsingular matrix. In practice, when the matrix Ys is decom-

posed using the SVD, the signal poles, and thus the time delays tl, can be estimated

from any of the two matrices Us or Vs, by finding the eigenvalues of the operator that

maps Us onto Us (or Vs onto Vs). Once the signal poles have been estimated, the

propagation coefficients ak can be found as a least-squares solution to Equation

(2.8). The algorithm can be thus summarized as follows.

Subspace-Based Algorithm
1. Given the set of the coefficients Ys½n�, construct a P� Q matrix Ys as in

Equation (2.16), where P, Q . L.

2. Compute the singular value decomposition of Ys as in Equation (2.25), and

approximate the noiseless data matrix with a rank L matrix, using only L

principal components, that is,

Ys � UsLsVs
H: (2:29)

3. Estimate the signal poles zl ¼ e�jv0tl by computing the eigenvalues of a matrix

Z, defined as

Z ¼ Us
þ � Us: (2:30)

Alternatively, if Vs is used in Equation (2.30) instead of Us, one would esti-

mate complex conjugates of zls.
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4. Find the coefficients ~al from the Vandermonde system (2.8), that is,

Ys½n� ¼
XL

l¼1

~ale
�jnv0tl ,

by fitting L exponentials e�jnv0tl to the data set Ys½n�.

Following the above discussion, it is obvious that we have converted the nonlinear

estimation problem into the simpler problem of estimating the parameters of a linear

model. Nonlinearity is postponed for the step where the information about the time

delays is extracted from the estimated signal poles [23]. However, by considering

the estimation problem in the frequency domain, we have avoided the estimation

of the signal covariance matrix, which generally requires a larger data set and rep-

resents a computationally demanding part in other methods [2, 21].

Finally, we should note that, since we are estimating the signal parameters from

the coefficients Ys½n� ¼ Y ½M1 þ n�=S½M1 þ n� (where S[n] and Y[n] are the DFT

coefficients of the transmitted and received signal, respectively), in general, when

noise is present, it will no longer remain white. However, since we are using a

portion of the signal bandwidth, we can estimate the parameters from the frequency

band where the power spectral density of the transmitted signal is nearly flat,3 thus

having the assumption on white noise can be still considered valid. Otherwise, one

should use a noise-whitening transformation prior to estimating the channel par-

ameters [19]. For example, one can compute a Cholesky decomposition [13] of

the noise covariance matrix, that is, Rw ¼ CTC (assuming that Rw is a positive defi-

nite matrix), and multiply the data matrix by C�T prior to computing its singular

value decomposition.

2.2.5 Estimation of Closely Spaced Paths

In most practical cases, the model-based methods provide an attractive alternative to

more complex maximum likelihood techniques [27]. Yet the problem encountered

in all parametric methods for harmonic retrieval is that their performance typically

degrades if there are closely spaced sinusoidal frequencies, which in our case corre-

sponds to the problem of estimating the parameters of closely spaced paths. While

this can be avoided by assuming a low-rank channel model and estimating the par-

ameters of only dominant components (provided that there is sufficient separation

among them) [25], it is interesting to note that a relatively simple modification of

the subspace-based method from Section 2.2.4, can significantly improve its resol-

ution capabilities, which we present in the following.

Consider the data matrix Ys, defined in Equation (2.16). In order to estimate

the signal poles zls, we have exploited the shift-invariant subspace property

3In systems that are properly designed, this is always the case.
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(2.24), that is, U ¼ U �F, or alternatively, V ¼ V �F, where F is a diagonal

matrix with zls along the main diagonal. However, the Vandermonde structure

of U and V allows for a more general version of Equation (2.24), specifically,

U
d
¼ U d �F

d and V
d
¼ V d �F

d, (2:31)

where ( � )
d

and ( � )
d

denote the operations of omitting the first d rows and last d

rows of ( � ), respectively. In this case, the matrix Fd has elements zd
l ¼ e�jv0dtl on

its main diagonal, meaning that the effective separation among the estimated time

delays is increased d times. This can improve the resolution performance of the

method considerably, in particular for low values of SNR [19].

2.3 PERFORMANCE EVALUATION

2.3.1 Analysis of Noise Sensitivity

The statistical properties of the estimates obtained using high-resolution methods

have been studied extensively, primarily in the context of estimating the frequencies

of superimposed complex sinusoids from noisy measurements [15, 16, 24].

Expressions for the mean square error (MSE) of the frequency estimates suggest

that the numerical performance of such methods is very close to the Cramer–Rao

bound [26], which represents the lowest achievable MSE by any unbiased estimator,

such as an ML estimator. A detailed presentation of the statistical properties is fairly

involved and we will not pursue any such analysis here. However, we give simpli-

fied expressions for the MSE of the frequency estimate in the case of a single expo-

nential (with amplitude a1), which, in our framework, corresponds to the estimate of

the time delay t1 of the dominant path.

Consider first the subspace-based approach from Section 2.2.4. Let the data

matrix Ys be of size P� Q, and let N ¼ Pþ Q� 1 be the total number of DFT coef-

ficients Ys½n� used for estimation. Recall that the coefficients Ys½n� are obtained from

the bandpass version of the received signal y(t), that is, Ys½n� ¼ Y ½n�=S½n�,
n [ ½N1, N1 þ N � 1�, Equation (2.8). If we define v1 ¼ v0t1, and assume that the

signal and noise are uncorrelated, the MSE of the state space approach can be

expressed as [15]

E{Dv2
1} �

1

Q(N � Q)2

s 2
n

ja1j
2

NP
n jS½n�j

2
, for Q � N=2

1

Q2(N � Q)

s 2
n

ja1j
2

NP
n jS½n�j

2
, for Q . N=2

8
>>>>><

>>>>>:

(2:32)
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where s 2
n is noise variance. Note that the error is inversely proportional to the SNR

at the output of the bandpass filter, defined as

SNR ¼
ja1j

2

s2
n

P
n jS½n�j

2

N
:

Therefore, for a given bandwidth of the filter, it is desirable to estimate the channel

from a frequency band where the SNR is highest. The optimum performance is then

achieved when Q ¼ N=3 or Q ¼ 2N=3, resulting in the MSE of time delay esti-

mation

E{Dt2
1} �

1

v2
0

27

4N3

1

SNR
: (2:33)

This is very close to the Cramer–Rao bound (CRB) [31], given by

CRB ¼
1

v2
0

6

N3

1

SNR
, ð2:34Þ

which indicates desirable numerical performance of the state space approach.

Similar performance can be achieved with the annihilating filter method [17],

with an MSE of the form

E{Dv2
1} �

2(2Qþ 1)

3(N � Q)2Q(Qþ 1)

1

SNR
, for Q � N=2

2½�(N � Q)2 þ 3Q2 þ 3Qþ 1�

3(N � Q)Q2(Qþ 1)2

1

SNR
, for Q . N=2

8
>>>><

>>>>:

(2:35)

where, in this case, Q represents the polynomial degree. As mentioned earlier, a

choice of the polynomial degree directly affects the estimation performance, and

the minimum MSE is achieved for Q ¼ N=3 or Q ¼ 2N=3, leading to

E{Dt2
1} �

1

v2
0

9

N3

1

SNR
: (2:36)

At this point, we should note that expressions for performance bounds (2.33),

(2.34), and (2.36) are obtained using the first-order perturbation analysis and are

generally valid only for medium to high signal-to-noise ratios. Still, these results

give us a good indication as to the performance of the proposed methods at different

sampling rates. That is, since the root mean square error (RMSE) for the time delay

estimation is on the order of O(1=N3=2), by decreasing the sampling rate K times,

RMSE increases by a factor of (approximately) K3=2. Specifically, the following

general relation between the RMSE of a subsampled estimator (RMSEss) and the

RMSE of a Nyquist-sampled estimator (RMSEnq) holds for all the considered
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methods,

RMSEss � RMSEnqK3=2 SNRnq

SNRss

� �1=2

, (2:37)

where SNRnq denotes the overall signal-to-noise ratio, while SNRss is the signal-to-

noise ratio at the output of the corresponding bandpass filter. Clearly, even though

the SNR after filtering may increase, the performance of a subsampled estimator is

expected to degrade, due to a smaller data set used for estimation. Finally, note that

Equation (2.37) implies that the performance bounds of subsampled state space or

annihilating filter methods are again very close to the CRB of a subsampled ML

estimator.

2.3.2 Computational Complexity and Alternative Solutions

A major computational requirement for the presented algorithms is associated with

the singular value decomposition step, which is an iterative algorithm with compu-

tational order O(N3) per iteration. In some cases, however, we are interested in esti-

mating the parameters of only a few strongest paths; therefore, computing the full

SVD of the data matrix Ys is not necessary. In such a case, one can use simpler

methods to find principal singular vectors, which have lower computational require-

ments and converge very fast to the desired solution [8, 13]. We first give an outline

of the Power method [13], that can be used to compute only one dominant right (or

left) singular vector of Ys. This can be of interest for initial synchronization or in

applications such as ranging or positioning. Later, we present its extended version

applicable to the general case of estimating Md . 1 principal singular vectors.

Power Method Consider a matrix F ¼ YsYs
H of size P � P, and suppose that F

is diagonizable, that is, L�1FL ¼ diag(l1, . . . , lP) with L ¼ ½y1, . . . , yP� and

jl1j . jl2j � � � � jlPj. Given y(0), the Power method produces a sequence of

vectors y(k) in the following way:

z(k) ¼ Fy(k�1),

y(k) ¼ z(k)=kz(k)k2:
(2:38)

The method converges if l1 is dominant and if y(0) has a component in the direction

of the corresponding dominant eigenvector y1. It is easily verified that y1, . . . , yP are

the left singular vectors of Ys, therefore, once the principal singular vector y1 has

been estimated, the signal pole z1 (corresponding to the strongest signal component)

is given by z1 ¼ y1
þy1. A potential problem with this method is that its convergence

rate depends on jl2=l1j, a quantity which may be close to 1 and thus cause slow con-

vergence. Improved versions of the algorithm which overcome this problem are
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discussed in [8]. Note that the power method involves only simple matrix multipli-

cations and has a computational order of O(P2) per iteration.

Orthogonal Iteration A straightforward generalization of the power method can

be used to compute higher-dimensional invariant subspaces, that is, to find Md . 1

dominant singular vectors. The method is typically referred to as orthogonal iter-

ation or subspace iteration and can be summarized as follows.

Given a P�Md matrix W(0), the method generates a sequence of matrices W(k)

through the iteration

Z(k) ¼ FW(k�1), (2:39)

W(k)R(k) ¼ Z(k) (Q� R factorization): (2:40)

The computational complexity of the method is on the order of O(P2Md) per iter-

ation, and clearly when Md ¼ 1 the algorithm is equivalent to the power method.

In practice, F is first reduced to upper Hessenberg form (that is, F is zero below

the first subdiagonal) and the method is implemented in a simpler way, avoiding

explicit Q� R factorization in each iteration. A more detailed discussion on this

topic can be found in [8].

2.3.3 Numerical Example

To illustrate the numerical performance of the subspace algorithm, we consider the

case of a channel model given by Equation (2.1), assuming L ¼ 70 propagation

paths with Md ¼ 8 dominant paths (containing 85% of the total power), as illustrated

in Figure 2.2(a). We assumed that a symbol is made up of a sequence of 127 coded

impulses, periodically transmitted over multiple cycles, and that pulse-amplitude

modulation with a pseudo-random sequence of length 127 is used at the transmitter.

Since we are considering discrete time signals, time is expressed in terms of

samples, where one sample corresponds to the period of Nyquist-rate sampling. In

Figure 2.2(b), we show the RMSE of delay estimation for the dominant components

vs SNR. We used the approach presented in Section 2.2.5, where the parameter d is

chosen to be d ¼ 30. The method yields highly accurate estimates for a wide range

of SNRs. For example, when the sampling rate Ns is one-quarter of the Nyquist rate

Nn, and SNR ¼ �5dB, the delay of the dominant components can be estimated with

an RMSE of approximately 1 sample.

The effects of quantization on the estimation performance are shown in

Figure 2.2(c). In particular, we considered 4–7 bit architectures and for each case

we plotted the RMSE vs received SNR. The results are also compared to the

“ideal” case when nb ¼ 32 bits are used for quantization. Clearly, as the number of

bits increases, the overall performance improves. Generally, the 5-bit architecture

already yields a very good performance. Also note that when nb � 5 and the value of

SNR is low (e.g., SNR , 0 dB), quantization has almost no impact on the estimation
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performance. However, as the value of SNR increases, quantization noise becomes

dominant and determines the overall numerical performance.

2.4 ESTIMATING UWB CHANNELS WITH
FREQUENCY-DEPENDENT DISTORTION

In this section, we will touch upon the problem of estimating a channel that takes

into account certain frequency-dependent properties. Namely, as a result of the

Figure 2.2 Higher-rank channel models. (a) Received UWB signal made up of 70 pulses,

with eight dominant components (containing approximately 85% of the total power). (b)

RMSE of delay estimation of the dominant components vs SNR. (c) Effects of quantization

on the RMSE of delay estimation for 4–7 bit receiver architectures. The results are compared

with the case when the number of bits is nb ¼ 32. The sampling rate is one-quarter the Nyquist

rate (Ns ¼ Nn/4).
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very large bandwidth of UWB signals, components propagating along different

propagation paths undergo different frequency selective distortion and a more

realistic channel model for UWB systems is of the form [7]:

h(t) ¼
XL

l¼1

alpl(t � tl), (2:41)

where pl(t) are different pulse shapes that correspond to different propagation paths.

In this case, the DFT coefficients computed from a bandpass version of the received

signal can be expressed as

Y½n� ¼ S½n�
XL

l¼1

Pl½n� ~ale
�jnv0tl , (2:42)

where Pl½n� are now unknown coefficients. Recall that ~al ¼ ale
�jM1v0tl . Clearly, in

order to completely characterize the channel, we need to estimate the als and tls

as well as all the coefficients Pl½n�, which, in general, requires a nonlinear estimation

procedure. However, one possible way to obtain a closed form solution is to approxi-

mate the coefficients Pl½n� in the considered frequency band with polynomials of

maximum degree R� 1, that is,

Pl½n� ¼
XR�1

r¼0

pl,rn
r: (2:43)

Equation (2.42) now becomes

Y½n� ¼ S½n�
XL

l¼1

~al

XR�1

r¼0

pl,rn
re�jnv0tl : (2:44)

By denoting cl,r ¼ ~alpl,r and Ys½n� ¼ Y½n�=S½n�, we obtain

Ys½n� ¼
XL

l¼1

XR�1

r¼0

cl,rn
re�jnv0tl : (2:45)

Therefore, by using the polynomial approximation of the coefficients Pl½n�, the

channel estimation problem can be reduced to the one of estimating the unknown

parameters cl,r and tl, from the coefficients Ys½n�. In [19], we proved that such an

estimation problem allows for a closed-form solution. In fact, both the annihilating

filter method and the subspace approach can be easily extended to handle this type of

nonlinear estimation problems. In the former case, the key is to observe that the

annihilating filter will have multiple roots at e�jv0tl , that is,

H(z) ¼
YL

l¼1

Hl, R�1(z) ¼
YL

l¼1

(1� e�jv0tl z�1)R: (2:46)
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Therefore, the information about the time delays tl can be extracted from the roots of

the filter H(z), while the corresponding pulse shapes are then estimated by solving

for the coefficients cl,r in Equation (2.45).

In order to derive the subspace solution, one can use the result on equivalence

between the annihilating filter and the subspace estimator, and show that the esti-

mated eigenvalues in the subspace approach will be given by e�jv0tl , each of alge-

braic multiplicity R. In the following, we briefly summarize the subspace

approach, while for proofs and derivations we refer to [19].

2.4.1 Algorithm Outline

1. Given a set of coefficients Ys½m�, construct an M � N matrix data Ys as in

Equation (2.16), where M, N � RL.

2. Compute the singular value decomposition of Ys, that is, Ys ¼ USVH. Find

RL principal left and right singular vectors, Us and Vs, as the singular

vectors corresponding to the K largest singular values of Ys.

3. Estimate the signal poles zl ¼ e�jv0tl by computing the eigenvalues of a matrix

H, defined as

H ¼ Uþs � Us: (2:47)

Alternatively, if Vs is used in Equation (2.47), one would estimate complex

conjugates of zks. While in the noiseless case one should find RL eigenvalues,

each of multiplicity L, in the presence of noise, it is more desirable to approxi-

mate the signal poles with the eigenvalues of H that are closest to the unit

circle.

4. Find the coefficients ck as a least-squares solution to the Vandermonde system

(2.8), that is,

Ys½n� ¼
XL

l¼1

XR�1

r¼0

cl,rn
re�jnv0tl :

At this point, it is important to note that the reconstruction of the pulse shapes

from the set of estimated coefficient cl,r must be done carefully. If the pulse

shapes are reconstructed from the estimated lowpass version of the signal, using

the polynomial approximation (2.43), one can create ripples in the reconstructed

signal due to the Gibbs phenomenon. Similarly, reconstructing the signal from a

larger set of DFT coefficients, obtained by spectral extrapolation from Equation

(2.43), is often numerically unstable. A conventional way to treat this problem is

to use a less abrupt truncation of the DFT coefficients by appropriate windowing

[20]. One possible solution is to do weighting of the extrapolated DFT coefficients

with an exponentially decaying function, which can significantly improve the

accuracy of reconstruction.
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2.5 CHANNEL ESTIMATION FROM MULTIPLE BANDS

2.5.1 Filter Bank Approach

So far, we have considered only a low-dimensional subspace of the received signal

and all the methods were developed under the assumption that one has access to con-

secutive DFT coefficients of the signal. While in the noiseless case it would be poss-

ible to estimate the parameters from any subspace of appropriate dimension, in the

presence of noise the best performance of the algorithm is expected when the

channel is estimated from a frequency band with highest signal-to-noise ratio. An

alternative approach would be to estimate the channel from a larger subspace,

using a filter bank at the receiver, where each subband is sampled at a rate deter-

mined by the filter bandwidth. The set of coefficients Ys½n� is then computed separ-

ately for each subband and combined to form the matrix Ys in Equation (2.16), or to

compute the annihilating filter coefficients in Equation (2.12). An obvious advantage

of this approach is that a larger data set is used for estimation, which results in

improved numerical performance, yet at the expense of increased computational

and power requirements.

In the case when the channel parameters are estimated from adjacent subbands,

the algorithm presented in Section 2.2.4 remains essentially the same, since we have

access to consecutive coefficients Ys½n�. A more interesting case is when the par-

ameters are estimated from bands that are not necessarily adjacent. For example,

if the noise level in certain bands is relatively high, or if some bands are subject

to strong interference (e.g., interference from coexisting systems, such as GPS), it

is desirable to estimate the channel by considering only those bands where SNIR

(signal-to-noise-plus-interference ratio) is sufficiently high. To date, several sol-

utions have been proposed to mitigate the problem of strong interference. For

example, in ref [33], the authors discuss techniques for pulse shaping at the transmit-

ter, where the idea is to design pulses with desirable spectral properties, using either

carrier-modulation or baseband filtering of the pulse. Another approach requires fil-

tering the signal at the receiver; however, this requires building high-Q notch filters

on chip, which is technically not easy to achieve. We will show that the above algor-

ithm can be adapted rather simply to handle this case, and this without introducing

any additional stages at the transmitter or receiver.

2.5.2 Estimation from Nonadjacent Bands

Consider the channel model given by Equation (2.1). For simplicity, we will analyze

the case when the channel parameters are estimated by sampling only two nonadja-

cent bands B1 ¼ (M1v0, N1v0) and B2 ¼ (M2v0, N2v0), while the same approach can

be generalized to the case with multiple frequency bands. Let Y½n� be the DFT coef-

ficients of the received signal corresponding to the bands B1 and B2, and let Ys½n� ¼

Y ½n�=S½n� (assuming again that this division is well-conditioned). Under the above

assumptions, the noiseless coefficients Ys½n� are given by Ys½n� ¼
PL

l¼1 alz
n
l , where
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n [ ½M1, N1�< ½M2, N2�. Next define a block-Hankel data matrix Ys as

Ys ¼

Ys½M1� Ys½M1 þ 1� . . . Ys½M1 þ Q� 1�

..

.

Ys½M1 þ P1 � 1� Ys½M1 þ P1� . . . Ys½M1 þ P1 þ Q� 2�

Ys½M2� Ys½M2 þ 1� . . . Ys½M2 þ Q� 1�

..

.

Ys½M2 þ P2 � 1� Ys½M2 þ P2� . . . Ys½M2 þ P2 þ Q� 2�

0

BBBBBBBB@

1

CCCCCCCCA

� (2:48)

In the noiseless case, the matrix Ys can be written as Ys ¼ ULVH, where U, L, and

V are now given by

U ¼

zM1

1 zM1

2 zM1

3 . . . zM1

L

..

.

zM1þP1�1
1 zM1þP1�1

2 zM1þP1�1
3 . . . zM1þP1�1

L

zM2

1 zM2

2 zM2

3 . . . zM2

L

..

.

zM2þP2�1
1 zM2þP2�1

2 zM2þP2�1
3 . . . zM2þP2�1

L

0

BBBBBBBBBB@

1

CCCCCCCCCCA

, (2:49)

L ¼ diag( a1 a2 a3 . . . aL ), (2:50)

V ¼

1 1 1 . . . 1

z�1 z�2 z�3 . . . z�L

..

.

z�1
Q�1 z�2

Q�1 z�3
Q�1 . . . z�L

Q�1

0

BBBB@

1

CCCCA
: (2:51)

Clearly, the matrix V has the same Vandermonde structure as in Equation (2.23),

meaning that the shift-invariance property (2.24) holds in this case as well, that

is, V ¼ V �F, where F is the diagonal matrix having zls along the main diagonal.

Therefore, one can use the algorithm described in Section 2.2.4 to estimate the signal

poles zls from V, or alternatively, from the right singular vectors of Ys. However, a

similar approach can also be used to estimate the poles from the left singular vectors.

This is the case of interest when the number of rows in the data matrix Ys is larger

than the number of columns, which may come about as a result of sampling multiple

frequency bands that are relatively narrow compared with the signal bandwidth.

Namely, the key is to observe the following property of the matrix U

U ¼ U �F, (2:52)
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where ( � ) stands for the operation of omitting the rows 1 and P1 þ 1 of ( � ), and

similarly, ( � ) denotes the operation of omitting the rows P1 and P1 þ P2 of ( � ).

That is, the shift-invariance property can be exploited in this case as well, while

the only modification in the developed algorithm is that the matrices U and U are

constructed by removing the first and the last row respectively from each block of

U (Figure 2.3).

When there is additive noise, we should first extract the principal components by

computing the singular value decomposition of Ys (2.25), and then estimate the

signal poles zl ¼ e�jv0tl as eigenvalues of a matrix Z, defined as

Z ¼ Uþ
s
� Us: (2:53)

Alternatively, we could also define Z as

Z ¼ Vþs � Vs, (2:54)

in which case the eigenvalues of Z are complex conjugates of zls.

2.6 LOW-COMPLEXITY RAPID ACQUISITION
IN UWB LOCALIZERS

One of the most interesting applications of pulse-based signaling scheme can be

found in ultra wideband transceivers intended for precise position location. Such

UWB transceivers, called localizers, have already been developed [11] and they

use low duty-cycle periodic transmission of a coded sequence of impulses to

ensure low-power operation and good performance in a multipath environment, as

illustrated in Figure 2.4. Yet, rapid synchronization still presents the most

Figure 2.3 Estimation from multiple bands: receiver block diagram.
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challenging part in the transceiver design. Current solutions are still analog and use a

cascade of correlators to perform exhaustive search through all possible code pos-

itions [12], which is inherently time-consuming. A similar architecture, based on

a “mostly digital” conception, is proposed in [9], where sampling is achieved

using an A/D converter designed to run at 2 GHz. In addition to the high sampling

rates, implementation of the cascade of correlators can take up to 30% of the circuit

area and tends to consume a major amount of the total power. Thus developing

alternative methods that would allow for faster acquisition and lower power

consumption is still an open problem.

One possibility is to use the subspace approach presented in Section 2.2.4, by

modeling the received noiseless signal y(t) as a convolution of L delayed impulses

p(t) with a known coding sequence g(t), that is,

y(t) ¼
XL

l¼1

alp(t � tl) � g(t): (2:55)

As y(t) is a periodic signal, its spectral coefficients are given by

Y ½n� ¼
XL

l¼1

alP½n�G½n�e
�jnvctl , (2:56)

Figure 2.4 Signaling scheme in UWB localizers. A coded sequence of 127 UWB impulses

(red) is periodically transmitted over multiple cycles, while the sequence duration spans

approximately 20% of the cycle time Tc. Coding is achieved with a PN sequence of length

127, and the relative delay between the transmitted pulses is 20 samples. The received

signal (blue) is dominated by noise. In this case, the received signal-to-noise ratio is

SNR ¼ 215 dB.
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where vc ¼ 2p=Tc, while Tc denotes a cycle time. Note that the spectral coefficients

G½n� corresponding to the coding sequence g(t) are assumed to be known at the

receiver, thus the total number of degrees of freedom per cycle is 2L. Therefore,

the signal parameters can be estimated using the method presented in Section 2.2.

At this point, we should mention that in a very general signaling scenario, such an

approach can be numerically unstable. Specifically, in order to take advantage of the

shift-invariance property, one has to consider the coefficients Ys½n� ¼ Y½n�=P½n�G½n�
(where P½n� are the DFT coefficients of the transmitted pulse). This division is well-

conditioned only in the case when both the pulse spectrum P½n� and the spectrum of

the coding sequence G½n� has no zeros in the considered frequency band. While the

first requirement can be satisfied by a proper design of the transmitted pulse [14], the

additional modulation with a coding sequence can create spectral zeros. If one uses

amplitude modulation with a pseudo-random (or pseudo-noise, PN), as in current

systems [11, 12], the problem of dealing with spectral zeros in the PN sequence

does not appear. However, in the case of time-hopping systems, this problem

would arise. Thus, it is conceivable that in such a case it would be better to use

the known spectrum as a sort of constraint in estimation, yet one will no longer

be able to exploit the shift-invariance property directly.

In Figure 2.5, we show the delay estimation performance obtained with the sub-

space, assuming one dominant component, and this in the case when received pulses

are distorted versions of a transmitted impulse. We assumed that a sequence of 127

coded impulses is periodically transmitted, where a transmitted impulse and a

measured received waveform are illustrated in Figure 2.5(a). The propagation exper-

iment was performed at the Berkeley Wireless Research Center [3]. The normalized

power spectral density and the bands used for estimation are shown in Figure 2.5(b).

We used the Power method to estimate the time delay of the dominant component,

and this for three different values of the sampling rate: Ns ¼ 0:1Nn, Ns ¼ 0:2Nn and

Ns ¼ 0:3Nn. The results are compared with those obtained using the matched filter

approach (at Nyquist rate sampling Nn) [9], indicating that the presented method is

more robust to waveform mismatch. For example, with the sampling rate of

Ns ¼ 0:2Nn, the timing performance is very similar to that of the matched filter,

while for Ns ¼ 0:3Nn, the subspace framework yields better performance.

2.6.1 Two-Step Estimation

Another improvement of the presented method in ranging/positioning applications

is to use a “multiresolution” approach. That is, one can first obtain a rough estimate

of the sequence timing, by taking uniform samples at a low rate over the entire cycle.

Later, precise delay estimation can be carried out by increasing the sampling rate,

yet sampling the received signal only within a narrow time window where the

signal is present. The rationale for using the two-step approach is that in such

systems a sequence duration Ts typically spans a small fraction of the cycle time

Tc (e.g., less than 20%). As a result, all search-based methods [9, 12, 14], require

a very long acquisition time and apparently “waste” power in sampling and proces-

sing time slots where the signal is not present.
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A natural question arising from our discussion is how much one can reduce com-

putational and power requirements using the two-step approach. In order to answer

this question, consider the following scenario. Assume that the signal is first sampled

at a low rate Nl over the entire cycle, and the Power method is used to achieve coarse

synchronization. Assume next that the signal is sampled at a higher rate Nh (Nh is

still below the Nyquist rate Nn) over a narrow time window of duration (roughly)

Ts, and that Md dominant signal components are estimated using the method of

orthogonal iteration. Since we are mostly interested in the low SNR regime

(SNR , 0 dB), a typical range for Nl is between Nn/40 and Nn/20, while Nh

takes on values between Nn/10 and Nn/2.

Figure 2.5 Timing recovery in non-ideal channels. (a) Received waveform (single pulse,

including multipaths) and transmitted pulse. (b) Normalized power spectral density (PSD)

of the received pulse and frequency bands used for estimation. (c) Timing estimation perform-

ances of the SVD-based method and the matched filter approach. The sampling rate for the

SVD approach is Ns ¼ 0.1 Nn (the band B1 is sampled), Ns ¼ 0.2 Nn (B1 and B2 are

sampled) and Ns ¼ 0.3 Nn (B2 and B3 are sampled), while for the matched filter Ns ¼ Nn.
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In Table 2.1, we list the computational complexity, power consumption of A/D

converters and the number of sampling cycles required to acquire the signal, for the

following methods: the two-step algorithm, the subspace-based approach from

Section 2.2.4, assuming uniform sampling at the rate Nh during the entire cycle,

and the matched filter approach [9], with a cascade of Kcr correlators working at

the Nyquist sampling rate Nn. Note that we have considered only the power con-

sumption associated with A/D conversion, assuming a linear dependence on the

sampling frequency [6], while a more precise analysis should also take into

account the power consumption due to processing.

The benefits of the two-step approach are obvious: as the ratio Tc/Ts increases,

the computational and power requirements can be reduced significantly. For

example, when Nl ¼ Nn/40, Nh ¼ Nn/4, Md ¼ 1 and Tc/Ts ¼ 10, the two-step

approach reduces the complexity of the original subspace method approximately

by a factor of 50, while power consumption is reduced by a factor of 5. Similarly,

as Nh decreases, the advantages of the subspace method over the matched filter

approach become more evident. Also note that due to the search-based nature of

the matched filter method, it requires a much longer acquisition time compared

with the other two approaches, where it suffices to sample at most two signal

cycles. In practice, in the low-SNR regime, it is desirable to average the samples

from multiple cycles in order to increase the effective SNR and, therefore,

improve the numerical performance. While this does not have a major effect on

the computational requirements, power consumption increases linearly with the

number of averaging cycles. Thus, a good choice of the number of cycles

depends on power constraints, a desirable estimation precision and acquisition

time. Note that for the two-step approach, the overall performance improves by

averaging the samples during the second phase only, when the fine synchronization

takes place. During the first phase, it is useful to average the samples only if the pro-

cessing gain is not sufficiently high to allow for coarse acquisition from a sub-

sampled signal, while it does not affect the overall performance.

In Figure 2.6, we show the performance of the multiresolution or two-step delay

estimation in the case of one dominant component (containing 70% of the signal

energy), and the channel model given by Equation (2.1). The RMSE of the two-

step approach for Nl ¼ 0.05 Nn and Nh ¼ 0.5Nn is shown in Figure 2.6(a). As the

TABLE 2.1 Comparison of Different Acquisition Algorithms: Computational

Complexity, Power Consumption and the Number of Sampling Cycles

Two-Step Approach

Method

Coarse

Synchronization

Fine

Synchronization

Subspace

Method

Matched

Filter

Complexity O [(NlTc)
2] O [Md(NhTs)

2] O [Md(NhTc)
2] O [(NnTc)

2]

Power

consumption

�NlTc �NhTs �NhTc �NnTc

Number of cycles Nc ¼ 2 Nc ¼ 1 Nc � NnTc/Kcr
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subsampling factor during the first phase is 20, for low values of SNR (that is, less

than 25 dB), the samples are averaged over multiple cycles in order to increase the

effective SNR. The error is compared with the RMSE obtained when the signal is

sampled uniformly at a rate Nh ¼ 0.5 Nn over the entire cycle. The results indicate

that the two methods yield a very similar performance; however, in this case, the

two-step approach reduces the computational requirements by a factor of 20, and

the power consumption by a factor of 3.3.

2.7 CONCLUSIONS

In this chapter, we have discussed the problem of channel estimation and timing

synchronization in digital UWB receivers. While there is a rich body of literature

addressing this problem, most of which has appeared recently, this topic is far

from being mature. In this context, developing novel signal processing techniques

that could handle realistic channel models and this with relatively low complexity

and in real time, still represents crucial task in meeting the challenges of UWB com-

munications. To this end, there have been various approaches toward developing

low-complexity solutions for digital UWB receivers. We first gave an outline of

techniques presented in the literature and then discussed a subspace framework

for channel estimation and timing in pulse-based UWB systems that yields estimates

Figure 2.6 Two-step delay estimation. Coarse synchronization is obtained by sampling the

received signal uniformly (over the entire cycle) at a low rate Nl ¼ Nn/20. For low SNRs (less

than 25 dB), the samples are averaged over multiple cycles (dashed line). Once a rough esti-

mate of the sequence timing has been obtained, fine synchronization follows: the signal is

sampled only within a narrow window, yet at a higher rate Nh ¼ Nn/2. The RMSE of time

delay estimation is compared with the RMSE obtained with high-rate uniform sampling

over the entire cycle.
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of unknown parameters from a subsampled version of the received UWB signal.

Such an approach allows for fast algorithmic solutions, requires lower sampling

rate and, therefore, lower complexity and power consumption compared to existing

digital techniques. We specifically considered the application to UWB systems for

precise position location; however, the algorithms we presented can also be used in

other UWB applications as well as in other wideband systems, such as wideband

CDMA.
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&CHAPTER 3

Ultra Wideband Geolocation

SINAN GEZICI, ZAFER SAHINOGLU, HISASHI KOBAYASHI,
and H. VINCENT POOR

3.1 INTRODUCTION

A UWB signal is defined as one that possesses an absolute bandwidth larger than

500 MHz or a relative bandwidth larger than 20%. UWB systems offer many advan-

tages for communications, such as high data rate transmission, robustness against

small-scale fading, and low probability of interception [1–5]. Moreover, the

inherent high time resolution of UWB signals facilitates very precise positioning,

which is the subject of this chapter.

Since the US FCC approved the limited use of UWB technology [6], communication

systems that employ UWB signals have drawn considerable attention. The initial stan-

dardization efforts of IEEE focused on high-data-rate applications of UWB for personal

area networks (PANs) [7–9]. Currently, IEEE also focuses on another standard, IEEE

802.15.4a, for low-data-rate communications with precise ranging capabilities. UWB

is the leading candidate for this standard, since it can provide high ranging accuracy and

facilitates low-power and low-cost transceiver designs.

This decade will see a rise in sensor network applications and their widespread

use. The diverse applications of sensor networks include home automation, indus-

trial and environmental monitoring, asset management, security, surveillance, and

many others. Since network densities and network sizes are expected to be quite

high and the nodes operating on battery power are required to last for years, low

power and low-cost technology is called for. Due to these requirements and its pre-

cision ranging capability, UWB impulse radio (IR) technology [1–4] is a strong can-

didate for emerging short-range and low-rate communication networks.

In this chapter, we discuss UWB geolocation. After introducing the signal model,

we give an overview of conventional ranging and positioning techniques, and study

their Cramer–Rao lower bounds (CRLBs) for range estimation. The following
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sections focus on time of arrival (ToA) based range estimation techniques, because

they benefit from the sharp time resolution of UWB signals. First, general causes of

errors in ToA-based range estimation techniques are discussed. Then, several

specific ToA estimation schemes are presented: conventional correlation-based

approaches, two-step estimation using low-rate sampling, simplified generalized

maximum likelihood estimation and low-complexity timing offset estimation with

dirty templates. We also present a two-way ranging protocol for accurate ranging

in unsynchronized networks to deal with a clock offset between terminals. The

chapter concludes with a brief look at emerging location aware applications and

their market requirements.

3.2 SIGNAL MODEL

The received signal from an IR-UWB system over a multipath channel can be

expressed as

r(t) ¼
XL

l¼1

als(t � tl)þ n(t), (3:1)

where L is the number of multipath components, al and tl are, respectively, the

fading coefficient and the delay of the lth path, n(t) is white Gaussian noise with

zero mean and double-sided power spectral density N 0=2, and s(t) is given by

s(t) ¼
ffiffiffiffi
E
p X1

j¼�1

djbbj=Nfcw(t � jTf � cjTc � abj=NfcD), (3:2)

with w(t) denoting the received UWB pulse, E a constant that scales the transmitted

pulse energy, Tf the “frame” time, and Nf the number of pulses representing one

information symbol. For binary PAM, bbj=Nfc [ {þ1, �1} and abj=Nfc ¼ 0 8j, and

for M-ary PPM, bbj=Nfc ¼ 1 8j and abj=Nfc [ {0, 1, . . . , M � 1} with D denoting the

modulation index [5, 10]. In order to smooth the power spectrum of the transmitted

signal and allow the channel to be shared by many nodes without causing catas-

trophic collisions, a TH sequence, cj [ {0, 1, . . . , Nc � 1}, is assigned to each

node, where Nc is the number of chips in a frame, that is, Nc ¼ Tf=Tc.

Additionally, random polarity codes, the djs in Equation (3.2), can be employed,

which are binary random variables taking +1 with equal probability, and are known

to the receiver. Use of random polarity codes helps reduce the spectral lines in the

power spectral density of the transmitted signal [11] and mitigate the effects of MAI [12].

An example PAM IR-UWB signal is shown in Figure 3.1, where six pulses are trans-

mitted for each information symbol (Nf ¼ 6) with the TH sequence {2, 1, 2, 3, 1, 0}.

3.3 POSITIONING TECHNIQUES

Conventional positioning techniques rely the on angle of arrival (AoA), received

signal strength (RSS), ToA and the time difference of arrival (TDoA) measurements
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[13]. Each technique has its own merits and drawbacks under given cost and com-

plexity constraints. Especially in sensor networks, low cost, low power and low

complexity become important design considerations. In this section, we describe

AoA, RSS, and time-based positioning techniques, present measurement models

and their CRLBs, and discuss their feasibility for UWB applications.

3.3.1 Angle of Arrival

An AOA-based positioning technique involves measuring angles of the node seen by

reference nodes. In order to determine the location of a node in a two-dimensional

space, it is sufficient to measure the angles of the straight lines that connect the node

and two reference nodes, as shown in Figure 3.2.

In order to provide a high resolution AoA measurement, both directional anten-

nas and phased arrays can be applied to dither about the exact direction of the peak

incident signal energy. Three types of array geometry have received considerable

attention in this context: uniform linear array (ULA), rectangular lattice, and

uniform circular array (UCA) (Figure 3.3). The ULA is simple to analyze, but it

can provide only one-dimensional (1-D) information on wave arrivals and has a

poor AoA estimation performance near end-fire. Therefore, a two-dimensional

(2-D) array geometry is required to achieve 2-D signal arrival information. The

study in [14] shows by comparison of the CRLB that an L-shaped array of

sensors has 37% higher accuracy than a conventional cross array, which is

0 1 1 1 13

Tc

Tf

3 3 3 30 0 0 02 2 2 2

Figure 3.1 A PAM TH-IR signal with pulse-based polarity randomization where Nf ¼ 6,

Nc ¼ 4 and the TH sequence is {2, 1, 2, 3, 1, 0}. Assuming that þ1 is currently being trans-

mitted, the polarity codes for the pulses are {þ1,þ1,�1,þ1,�1,þ1}.

Figure 3.2 Positioning via AoA measurements. The black nodes are the reference nodes.

3.3 POSITIONING TECHNIQUES 45



formed by two intersecting ULAs. It is important that the array geometry should

result in uniform performance throughout the view of interest. It is noted in [15]

that, because of the fact that the angular estimation accuracy and resolution capa-

bility decrease with decreasing array dimensions, the radius of the UCA should

be selected sufficiently large. This puts practical limitations on the UCA. In

general, the antenna element spacing must be on the order of half the wavelength

of the carrier signal frequency to be able to model arrival time of the received

signal at the antenna elements as a phase shift [16].

AoA Modeling A planar wave-front can be used to model the incoming signal

in the far field, and the AoA can be determined by measuring the phase (time)

difference of the wave-front at different antenna elements as shown in

Figure 3.4. Assume that sn(t) is a single narrowband signal incident on a ULA

antenna array with N equally spaced elements (with spacing 1) from angle a at

time t and that the array output vector is y(t) ¼ ½ y1(t) y2(t) � � � yN(t)�T, which can

be expressed as

y(t) ¼ z(a)sn(t)þ n(t), (3:3)

where the so-called steering vector z(a) is an N � 1 vector, and describes the vol-

tages induced on each array element by the incident signal when we can neglect the

coupling between the array elements. Its ith element is given by

½z(a)�i ¼ exp j
w01

c
i�

N � 1

2

� �
cosa

� �
, (3:4)

for i ¼ 0, 1, . . . , N � 1, where w0 is the center frequency of sn(t) and c is the

speed of light. The noise n(t) in Equation (3.3) is also an N � 1 vector, whose com-

ponents are assumed to be independent complex white Gaussian processes, with

independent real and imaginary components each with variance s 2 [14, 17]. In

order to factor in the coupling between the array elements, a dimensionless

(a) (b) (c)

Figure 3.3 Illustration of antenna array geometries. (a) ULA, (b) rectangular lattice, and

(c) UCA.
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symmetric impedance matrix C of size N � N can be defined. Then, the revised

output vector becomes [17]

y(t) ¼ C�1z(a)sn(t)þ n(t): (3:5)

The Cramer–Rao Lower Bound To gain some insight into the derivation of

the CRLB for the AoA measurements, imagine that we take a snapshot of the

output vector by sampling it at t ¼ 0, and neglect the coupling between array

elements. Then, Equation (3.3) can be rewritten as y ¼ z(a)sn þ n, where sn now

indicates a complex amplitude. In this model, there are three unknowns: the angle

a, and the magnitude A and the phase f of sn. N antenna elements yield N obser-

vations, which can be treated as a signal plus complex white Gaussian noise,

where the noise samples are assumed to be uncorrelated, hence independent:

yi ¼ Ae jfe j½(w01)=c�x(i) cosa þ ni ¼ zi þ ni, i ¼ 0, 1, . . . , N � 1, (3:6)

where x(i) indicates the position of an array element on the x-axis and zi is a complex

signal. zi and ni can be decomposed into real and imaginary components

Figure 3.4 Illustration of a plane wave incident on a ULA antenna array. The antenna array

elements are equidistantly placed along the x-axis. The red lines indicate the phase fronts of

the incident wave. 1 denotes the spacing between array elements and a is the arrival angle

with respect to the x-axis.
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zi ¼ zR
i þ jzI

i and ni ¼ nR
i þ jnI

i , where zR
i ¼ A cos½(w01)=c x(i) cosaþ f� and

zI
i ¼ A sin½(w01)=c x(i) cosaþ f�, respectively.

Then, the log-likelihood function can be written as [18]

log p( yjA,f,a) ¼ ln
1

(2p)Ns2N

� �
�

1

2s2
(y� z)H(y� z), (3:7)

where the superscript H denotes the complex conjugate transpose, y ¼ ½y0 y1 � � �

yN�1�
T, and z ¼ ½z0 z1 � � � zN�1�

T.

The computation of the CRLB requires the inverse of the Fisher information

matrix (FIM) J. The dimension of J is equal to the number of unknowns, and in

the above example, it is 3� 3:

J ¼

@2 log½p(yjA,f,a)�

@a@a

@2 log½p(yjA,f,a)�

@a@A

@2 log½p(yjA,f,a)�

@a@f

@2 log½p(yjA,f,a)�

@A@a

@2 log½p(yjA,f,a)�

@A@A

@2 log½p(yjA,f,a)�

@A@f

@2 log½p(yjA,f,a)�

@f@a

@2 log½p(yjA,f,a)�

@f@A

@2 log½p(yjA,f,a)�

@f@f

0

BBBBBBB@

1

CCCCCCCA

: (3:8)

The CRLB for a can be expressed as Var(â) � ½J�1�1,1. The computation of this

quantity is straightforward, and for a ULA with N elements can be expressed as

[19, 20]

CRLB(a) ¼
1

A2

s2

w01

c

� �2

(sina)2 N(N2 � 1)

12

� � : (3:9)

As can be seen from this expression, the CRLB will decrease as the spacing

between elements is increased or as more array elements are deployed. It also

depends on the signal angle; for example, at higher obtuse angles the estimation

accuracy is degraded.

AoA Approach for UWB Systems The AoA approach is not well suited to

UWB positioning for several reasons. Because of the large bandwidth of a UWB

signal, there is significant multipath time dispersion due to reflections from and dif-

fraction around surrounding objects; hence the number of paths becomes very large,

especially in indoor environments. An implementation of the maximum likelihood

approach to estimate the AoA of each path requires a computationally expensive

multidimensional search with the dimension determined by the number of signal

paths [16, 17]. Therefore, accurate angle estimation becomes very challenging

with the existence of scattering from objects in the environment. Furthermore, the

use of antenna arrays makes the system costly, annulling the main advantage of a
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UWB radio equipped with low-cost transceivers. As we will see later in this section,

time-based approaches can provide very precise range estimates since the bandwidth

is very large, and therefore they are better suited for UWB than are the costly AoA-

based techniques.

3.3.2 Received Signal Strength

Relying on a path-loss model, the distance between two nodes can be estimated by

measuring the energy of the received signal at one end. This distance-based tech-

nique requires at least three reference nodes to determine the two-dimensional

location of a given node, using the well-known triangulation approach depicted in

Figure 3.5 [13].

In order to determine the distance from RSS measurements, the characteristics of

the channel must be known. The RSS is mainly determined by three propagation

effects of the channel: inverse-power-law power decay with distance, slowly

varying shadowing caused by obstructions, and multipath fading. Since the RSS

measurements depend on the channel characteristics, RSS-based positioning algor-

ithms are very sensitive to the estimation of channel parameters.

RSS Modeling The ambiguity in RSS measurements is caused by both small-

scale and large-scale fading, propagation model parameters, antenna characteristics,

and temperature and frequency dependency of radio components. In terrestrial set-

tings, radio wave propagation and RSS are affected by reflections from large smooth

surfaces and diffractions and scattering. Therefore, in order to have accurate range

estimation from RSS measurements, the characteristics of the channel must be

A

B

C

dC

dA

dB

Figure 3.5 Illustration of positioning via the triangulation method based on three RSS

observations from nodes A, B and C. The dashed circles indicate errors in RSS measurements,

projected onto the range from each node.
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known, and random small-scale attenuation should be mitigated and large-scale

attenuation distilled. In wideband systems, mean received power can be calculated

by summing the powers of the multipath in the power delay profile, whereas in nar-

rowband systems averaging must be used for power estimation, because the receiver

power experiences large fluctuations over a local area.

The measured received power Rij at device i transmitted by device j is conven-

tionally modeled as a log–normal variable, Rij � N (Pr
i,s2

sh) [21], with Pr
i ¼

Pt
j� 10np log10 (dij), where Pr

i and Pt
j are, respectively, the decibel values of the

mean received power at node i, and the transmitted power from node j, np is the

propagation path loss exponent, dij is the distance between nodes i and j, and s2
sh

is the variance of the log–normal shadowing.

In UWB channels, frequency dependence of the path loss has been reported, and

the frequency dependent and distance dependent losses can be modeled as being inde-

pendent [22]. Hence, the received power at node i from node j can be expressed as

Pr
i ¼ Pt

j � PL
ij(dij)� PL

ij( f ), (3:10)

where PL
ij(dij) ¼ 10np log10 (dij) denotes the decibel value of the distance dependent

power loss and PL
ij( f ) denotes that of the frequency dependent power loss. Some

UWB channel measurement campaigns [23] find that the frequency dependent

power loss is proportional to a2f�2m, where the decay exponent m varies between

0.8 and 1.4, and a is an amplitude factor. The total loss can be computed by integrating

the path loss over the entire frequency range. This frequency dependence will

decrease the mean of the distribution of the Rijs.

The Cramer–Rao Lower Bound The RSS-based positioning algorithm is very

sensitive to the channel parameters (e.g., the path loss exponent and the variance of

shadowing). This is clearly seen from the model in the previous section. Assume that

the only parameter to estimate is u ¼ dij, then the CRLB for the variance of an

unbiased estimator û of u can be found, using the log-likelihood function of the

RSS observation, ln p(Pr
iju) ¼ � ln (2ps2

sh)� ½1=(2s2
sh)�½Pr

i � 10np log10 (dij)�

PL
ij( f )�2, to be

Var(û) �
1

�E
@2 log½ p(Pr

iju�

@u2

� 	 ¼ dijs
2
sh ln 10

10np

� �2

: (3:11)

From Equation (3.11), it is observed that the best achievable ranging limit

depends on the channel parameters and the distance between the two nodes. For a

more realistic bound, np and ssh can be assumed to be unknown nuisance parameters.

RSS Approach for UWB Systems It is clear from Equation (3.11) that the

unique characteristic of a UWB signal, namely the enormous bandwidth, is not

exploited to improve the best achievable accuracy in RSS-based schemes.
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However, in some cases, the target node can be very close to some reference nodes,

such as relay nodes in a sensor network, which can take RSS measurements only

[24]. In such cases, RSS measurements can be used in conjunction with time-

delay measurements of other reference nodes to improve the location estimation

accuracy. The fundamental limits for such a hybrid positioning scheme are investi-

gated in [24, 25].

3.3.3 Time-Based Approaches

Time-based positioning techniques rely on measurements of travel times of signals

between nodes. If two nodes have a common clock, the node receiving the signal can

estimate the ToA of the incoming signal that is time-stamped by the reference node.

Techniques for ToA estimation will be discussed in Section 3.5.2. After obtaining

the estimates of ToA from a set of N reference nodes, the conventional ToA-based

scheme estimates the position of the node using a least square (LS) approach [13]:

p̂ ¼ arg min
p

XN

i¼1

wi ti � di( p)=c½ �
2, (3:12)

where ti is the ith ToA measurement, di( p) :¼ k p� pik is the distance between the

given node and the ith reference node, with p and pi denoting their positions respect-

ively, and wi is a weight for the ith measurement that reflects the reliability of the ith

ToA estimate.

The LS technique becomes optimal if the ToA measurements can be modeled as

the summation of the true ToAs and independent Gaussian random variables with

zero means and known variances. An asymptotically optimal ToA-based positioning

algorithm will be mentioned in Section 3.5.

When there is no synchronization between a given node and the reference nodes,

but there is synchronization among the reference nodes, the TDoA technique can be

employed [13]. In this case, the TDoA of two signals traveling between the given

node and two reference nodes is estimated, which determines the location of

the node on a hyperbola with foci at the two reference nodes. Again a third reference

node is needed for localization. In the absence of a common clock between the

nodes, round-trip time between two transceiver nodes can be measured to estimate

the distance between two nodes [26, 27].

The Cramer–Rao Lower Bound For a single-path additive white Gaussian

noise (AWGN) channel,1 it can be shown that the best achievable accuracy of a distance

estimate d̂ derived from ToA estimation satisfies the following inequality [28, 29]:

ffiffiffiffiffiffiffiffiffiffiffiffiffi
Var(d̂)

q
�

c

2
ffiffiffi
2
p

p
ffiffiffiffiffiffiffiffiffiffi
SNR
p

b
, (3:13)

1See [31] for the CRLB for ToA esimation in multipath channels.
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where c is the speed of light, SNR is the signal-to-noise ratio and b is the effective (or

RMS) signal bandwidth defined by

bD

ð1

�1

f 2jS( f )j2 df

,ð1

�1

jS( f )j2 df

" #1=2

, (3:14)

where S( f ) is the Fourier transform of the transmitted signal.

Note that unlike RSS-based techniques, the accuracy of a time-based approach

can be improved by increasing the SNR or the effective signal bandwidth. Since

UWB signals have very large bandwidths, this provides extremely accurate location

estimates using time-based techniques.

Since the achievable accuracy under ideal conditions is very high, clock synchro-

nization between the nodes becomes an important factor affecting ToA estimation

accuracy. Hence, clock jitter must be considered in evaluating the accuracy of a

UWB positioning system [30].

Time-Based Approaches for UWB Systems Time-based schemes provide

very good accuracy due to the high time resolution (large bandwidth) of UWB

signals. Moreover, they are less costly than the AoA-based schemes. Although it is

easier to estimate RSS than ToA, the range information obtained from RSS measure-

ments is very coarse compared with that obtained from the ToA measurements.

Due to the inherent suitability and accuracy of time-based approaches for UWB

systems, we will focus our discussion on time-based UWB positioning in the rest of

this chapter.

3.4 MAIN SOURCES OF ERROR IN TIME-BASED POSITIONING

Extremely accurate ToA and position estimation is possible in a single user, line-of-

sight (LOS) and single-path environment. However, in a practical setting, multipath

propagation, MAI and nonline-of-sight (NLOS) propagation make accurate posi-

tioning challenging. Moreover, due to the high resolution of UWB signals, the

effects of clock inaccuracies, large number of bins (chips) to search, and limitations

on sampling rates impose additional constraints on the positioning system.

3.4.1 Multipath Propagation

In conventional correlation-based ToA estimation algorithms, the time shift of a

template signal that produces the maximum correlation with the received signal is

used as the ToA estimate [32]. In other words, correlations of the received signal

with shifted versions of a template signal are considered. In a single path channel,

the transmitted waveform can be used as the optimal template signal, and conven-

tional correlation-based estimation can be employed.2 However, in the presence

of an unknown multipath channel, the optimal template signal becomes the received

2In fact, even in a single-path environment, the received UWB pulse can have a different shape than the

transmitted pulse due to the effects of the antennas.

52 ULTRA WIDEBAND GEOLOCATION



waveform, which is the convolution of the transmitted waveform and the channel

impulse response. Therefore, the correlation of the received signal with the trans-

mit-waveform template is suboptimal in a multipath channel. If this suboptimal

technique is employed in a narrowband system, the correlation peak3 may not

give the true ToA since multiple replicas of the transmitted signal partially

overlap due to multipath propagation. In order to prevent this effect, super-

resolution time delay estimation techniques, such as that described in [33], have

been proposed. However, these techniques are more complex than the correlation-

based algorithms. Fortunately, due to the large bandwidth of a UWB signal,

multipath components are usually resolvable without the use of complex algorithms.

However, the correlation peak will still not necessarily give the true ToA since the

first multipath component is not always the strongest one. Therefore, first-path

detection algorithms need to be considered, instead of simply choosing the delay

of the signal path with the maximum correlation output (see Section 3.5.2).

3.4.2 Multiple Access Interference

In a multiuser environment, signals from other nodes can interfere with the signal of

a given node and degrade the performance of ToA, and hence position, estimation

algorithms. A technique for reducing the effects of MAI is to use different time

slots for transmissions from different nodes. For example, in the IEEE 802.15.3

PAN standard [34], the transmissions from different nodes are time division multi-

plexed so that no two nodes in a given piconet transmit at the same time. However,

even with such time multiplexing, there can still be MAI from neighboring piconets

and MAI is still an issue.

In order to reduce the effects of MAI, TH codes with low cross-correlation prop-

erties can be employed [35], and pulse-based polarity randomization can be intro-

duced [12, 36]. However, in order to be able to utilize coding at the timing stage,

training codes should be predetermined; that is, they should be known to both the

transmitter and the receiver. Otherwise, they would add additional uncertainty to

ToA estimation. With known training patterns, template signals consisting of a

number of pulses matched to both TH and polarity codes can be used to mitigate

the effects of MAI.

In addition to TH and polarity codes, training sequences can be designed in order

to facilitate ToA estimation in the presence of MAI [37].

3.4.3 Nonline-of-Sight Propagation

When the direct LOS between the target node and the reference node is blocked,

only the reflections of the UWB signal from scatterers reach the receiving node.

Therefore, the delay of the first arriving signal path does not represent the true

ToA. Since the pulse travels an extra distance, a positive bias called the NLOS

error is included in the measured time delay. In this case, using the conventional

3By selection of the correlation peak in a correlator receiver, we mean the selection of “delay parameter in

the correlator” that gives the largest correlation output.
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LS technique in Equation (3.12) would cause large errors in position estimation

since the LS solution is optimal (maximum likelihood) only when each measure-

ment error is a zero mean Gaussian random variable with known variance.

In the absence of any information about NLOS error, accurate positioning is not

possible. In such a case, some nonparametric (pattern recognition) techniques, such

as those described in [38, 39], can be employed. The main idea behind nonpara-

metric positioning algorithms is to gather a set of ToA measurements from all the

reference nodes at known locations beforehand and use this set as a reference to esti-

mate the position when new measurements from a node are given.

In practical systems, it is usually possible to obtain some statistical information

about the NLOS error. Wylie and Holtzman [40] observed that the variance of the

ToA measurements in the NLOS case is usually much larger than that in the LOS

case. They rely on this difference in the variance to identify NLOS situations and

then use a simple LOS reconstruction algorithm to reduce the location estimation

error. Also, by assuming a scattering model for the environment, the statistics of

ToA measurements can be obtained, and then well-known techniques, such as

maximum a posteriori probability (MAP) and ML, can be employed to mitigate

the effects of NLOS errors [41, 42]. In the case of tracking a mobile user in a wire-

less system, biased and unbiased Kalman filters can be employed in order to estimate

the location accurately [39, 43].

In addition to introducing a positive bias, NLOS propagation can also cause a

situation where the first arriving signal path is not the strongest one. Therefore,

the conventional ToA estimation method that chooses the strongest path would

introduce another positive bias to the estimated ToA. Therefore, in UWB position-

ing systems, first-path detection algorithms are considered in order to mitigate the

effects of the NLOS error, as we will discuss in Section 3.5.2.

3.4.4 High Time Resolution of UWB Signals

As we have noted above, the extremely large bandwidth of UWB signals results in

very high time resolution, which enables very accurate ToA estimation. However, it

also poses some challenges in practical systems.

First, clock jitter becomes an important factor in evaluating the accuracy of UWB

positioning systems [30]. Since UWB pulses have very short (subnanosecond) dur-

ation, clock accuracies and drifts in the target and the reference nodes affect the ToA

estimates.

Another consequence of high time resolution inherent in UWB signals is that the

uncertainty region for ToA; that is, the set of delay positions that includes ToA, is

usually very large compared with the chip duration. In other words, there is a large

number of chips that need to be searched for ToA. This makes conventional corre-

lation-based serial search approaches impractical, and calls for fast ToA estimation

schemes (see Section 3.5.2).

Finally, high time resolution, or equivalently large bandwidth, of UWB signals

makes it very impractical to sample the received signal at or above the Nyquist

rate, which is typically on the order of tens of GHz. Therefore, ToA estimation
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schemes should make use of frame-rate or symbol-rate samples, which facilitate

low-power designs.

3.5 RANGING AND POSITIONING

In this section, we first consider the relationship between ToA estimation (equiva-

lently, ranging) and asymptotically optimal positioning algorithms. We present an

asymptotically optimal scheme that obtains the ToA estimates by correlation tech-

niques as its first step. Therefore, we can consider ToA estimation, or equivalently

ranging, algorithms separately from the positioning algorithms without loss of optim-

ality. In other words, ToA statistics based on correlator outputs provide sufficient stat-

istics for final geolocation. Then, we consider some of the algorithms for ToA

estimation in UWB systems. Finally, we describe a two-way ranging protocol that

enables ToA estimation in the absence of synchronization between the nodes.

3.5.1 Relationship Between Ranging and Optimal
Positioning Algorithms

The ranging problem is to estimate the distance between a given node and a refer-

ence node, as shown in Figure 3.6. Alternatively, it can be considered as a ToA esti-

mation problem for the signal traveling between the two nodes. Positioning,

however, refers to estimating the position of a node in a network (Figure 3.5). At

least three reference nodes are required in order to determine the position of the

target node in a two-dimensional space.

Given all the signals traveling between the target node and a set of reference nodes,

the optimal positioning scheme is not necessarily the one that estimates the ToA’s first

and then uses them to estimate the position of the target node. However, under certain

conditions, such a scheme can be shown to be asymptotically optimal [44].

In order to examine this issue, we first need to obtain the theoretical limiting

accuracy for the positioning problem. Consider a synchronous UWB system with

a target node and N reference nodes.4 Let M of those reference nodes have NLOS

to the target node, while the remaining nodes have LOS. The identities on NLOS

or LOS reference nodes are assumed to be known; this information can be obtained

by NLOS identification techniques [45–47]. Without this information, all first arri-

vals can be considered to be NLOS signals.

In the positioning problem, the aim is to estimate the position of the target node,

given the signals traveling between the target node and the N reference nodes. The

received signal related to the ith reference node can be expressed as

ri(t) ¼
XLi

j¼1

aijs(t � tij)þ ni(t), (3:15)

4Note that practical UWB systems are not synchronous. However, two-way ranging protocols [26] are

usually employed in order to compensate for the timing offset.
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for i ¼ 1, . . . , N, where Li is the number of multipath components at the ith node, aij

and tij are, respectively, the fading coefficient and the delay of the jth path of the ith

node, s(t) is the UWB signal, and ni(t) is a zero mean AWGN process with spectral

density N 0=2. The delay of the jth path component at node i can be expressed, for

two-dimensional positioning, as

tij ¼
1

c

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
(xi � x)2 þ ( yi � y)2

q
þ lij

� �
, (3:16)

for i ¼ 1, . . . , N, j ¼ 1, . . . , Li, where c ¼ 3� 108 m/s is the speed of light, ½xi yi� is

the location of the ith node, lij is the NLOS propagation induced pathlength, and ½x y�

is the location of the target node.

We assume, without loss of generality, that the first M nodes (i ¼ 1, . . . , M) have

NLOS, and the remaining N �M have LOS. Then, li1 ¼ 0 for i ¼ M þ 1, . . . , N

since the signal directly reaches the related node in an LOS situation. Hence, the par-

ameters to be estimated are the NLOS delays and the location of the node, ½x y�,

which can be expressed as u ¼ ½x y lMþ1 � � � lN l1 � � � lM�, where

li ¼
(li1 li2 � � � liLi

) for i ¼ 1, . . . , M,

(li2 li3 � � � liLi
) for i ¼ M þ 1, . . . , N,

�
(3:17)

with 0 , li1 , li2 � � � , liNi
[44]. Note that for LOS signals the first delay is

excluded from the parameter set, since these are known to be zero.

From Equation (3.15), the joint probability density function (p.d.f.) of the

received signals from the N reference nodes, {ri(t)}
N
i¼1, can be expressed, con-

ditioned on u, as follows:

pu(r)/
YN

i¼1

exp �
1

N 0

ð
ri(t)�

XLi

j¼1

aij s(t � tij)















2

dt

( )
: (3:18)

From the expression in Equation (3.18), the lower bound on the variance of any

unbiased estimator for the unknown parameter u can be obtained; that is,

Eu{(û� u)(û� u)T} � J�1
u , where Ju is the FIM. It can be shown that the

inverse of the FIM does not depend on the signals from the nodes that have

NLOS to the target node [44]. In other words, the best accuracy can be achieved

by using the signals only from the nodes with LOS. Moreover, the numerical

Figure 3.6 Ranging problem, where the aim is to estimate the distance between the two

nodes.
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examples in [44] show that, in most cases, the CRLB is almost the same whether all

the multipath components from the LOS nodes, or just the first arriving paths of the

LOS nodes are employed. Therefore, processing of the multipath components other

than the first path does not increase the accuracy but increases the computational

load.

Furthermore, the ML estimate of the node position based on the delays of the first

incoming paths from LOS nodes achieves the CRLB as the SNR and/or the effective

bandwidth increase to infinity [44]. This result implies that for UWB systems, the

first arriving signal paths from the LOS nodes are sufficient for an approximately

optimal positioning receiver design.

The asymptotically optimal receiver, shown in Figure 3.7, can be implemented by

the following steps:

. Estimate the delays of the first multipath components by correlation techniques.

In other words, for each reference node, choose the delay corresponding to the

maximum correlation between the received signal and a receive-waveform

template [44].

. Obtain the ML estimate for the position of the target node using the delays of

the first multipath components of the LOS nodes.

In other words, the first step of the optimal receiver, the estimation of the first signal

path, can be considered separately from the overall positioning algorithm without

any loss in optimality.

Note that, in the previous scenario, no information on the statistics of the NLOS

delays is assumed. When the p.d.f. of NLOS delays is available, it is shown in [44]

r1(t )

^
T11

^p

^
TN1

rN (t )

Correlation
TOA estimation

Correlation
TOA estimation

MLE of position
using LOS delays

Figure 3.7 An asymptotically optimum receiver structure for positioning. No information

about the statistics of the NLOS delays is assumed.
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that the MAP estimate of the node position using the estimates of the delays of all the

multipath components from all the nodes achieves asymptotic optimality. However,

in practice, the distribution of the NLOS delays is usually not available. Also esti-

mation of more multipath delays increases the computational complexity of the

positioning algorithm. Therefore, only the ToA of the first signal path will be con-

sidered in the rest of this chapter.

3.5.2 ToA Estimation Algorithms

As considered in the previous subsection, the first step of the asymptotically optimal

position estimator performs correlation-based ToA estimation. However, in a multi-

path environment, the correlation output needs to be maximized over a very large

dimensional space due to a large number of multipath components, and hence

unknown parameters, in a typical UWB system. Hence, the complexity of the

ToA estimator in the optimal receiver is very high. Therefore, more practical

ToA estimation algorithms have recently been proposed to estimate the arrival

time of the first signal path. In this subsection, we will discuss several of these algor-

ithms, which have low computational cost compared with the correlation-based

estimation algorithm where the correlation between the received signal and a

receive-waveform template is maximized.

Conventional Correlation-Based Approaches An optimal estimate of ToA

can be obtained using a correlation receiver with the received waveform as the tem-

plate signal (or, equivalently a matched filter matched to the received waveform), as

shown in Figure 3.8, and choosing the time shift of the template signal that produces

the maximum correlation with the received signal [32]. However, due to the multi-

path channel, the received waveform has many unknown parameters to be estimated.

Hence, the optimal correlation-based ToA estimation, considered in Section 3.5, is

impractical. Therefore, the transmitted waveform can be used in a conventional

correlation-based receiver as the template signal. However, this is obviously

Figure 3.8 Correlation-based ToA estimation receiver.
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suboptimal in a multipath environment. Also the peak picking operation does not

necessarily give the true ToA in this case, since the first multipath component can

be weaker than the others in some cases. Therefore, first path detection algorithms

need to be considered with the suboptimal correlation-based schemes [48].

Moreover, due to the high time resolution of UWB signals, exhaustive search

among thousands of bins (chips) is required for conventional correlation-based tech-

niques, which results in very slow ToA estimation [49]. In order to speed up the

process, different search strategies, such as random search or bit reversal search,

can be employed [50].

Two-step ToA Estimation Using Low-Rate Samples One of the most chal-

lenging issues in UWB ToA estimation is to obtain a reliable estimate in a reason-

able time interval under the sampling rate constraint. In order to have a low-power

and low-complexity receiver, one should assume symbol-rate (or, sometimes frame-

rate) sampling at the output of the correlators. However, when symbol-rate samples

are employed, the ToA estimation can take a very long time. To address this

problem, a two-step ToA estimation algorithm that can perform ToA estimation

from symbol-rate samples in a reasonable time interval is proposed in [51]. In

order to speed up the estimation process, the first step provides a rough estimate

of ToA of the received signal based on RSS. Then, in the second step, the arrival

time of the first signal path is estimated by employing a change detection

approach [52].

Assume that the channel is bandlimited to 1=Tc, and rewrite the received signal

r(t) of Equation (3.1) as follows:

r(t) ¼
XL̂

l¼1

âls½t � (l� 1)Tc � tToA� þ n(t), (3:19)

considering a tapped delay line version of the channel, where âl is the channel coef-

ficient for the lth path, L̂ is the number of multipath components, and tToA is the ToA

of the first-arriving incoming signal. Assume a training sequence for ToA esti-

mation, and take aj ¼ 0 and bj ¼ 18j in Equation (3.2); that is,

s(t) ¼
ffiffiffiffi
E
p X1

j¼�1

djw(t � jTf � cjTc), (3:20)

where the UWB pulse w(t) is assumed to have unit energy and duration Tc.

Also assume that the signal always arrives within one frame duration; that is,

tToA , Tf , and there is no inter-frame interference (IFI); that is, Tf � (L̂þ

cmax)Tc (equivalently, Nc � L̂þ cmax), where cmax is the maximum value of the

TH sequence. As stated in [51], by means of predetermined TH codes, the algorithm

can be extended to the case of tToA . Tf as well; or a low-complexity algorithm,

such as the dirty template approach [37], can be employed beforehand to reduce

the uncertainty region to a frame interval.
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Express the ToA as:5

tToA ¼ kTc ¼ kbTb þ kcTc, (3:21)

where k [ ½0, Nc � 1� is the ToA in terms of the chip interval Tc, Tb is the block

interval consisting of B chips (Tb ¼ BTc), and kb [ ½0, Nc=B� 1� and kc [
½0, B� 1� are the integers that determine, respectively, in which block and chip

the first signal path arrives.

The two-step ToA algorithm first estimates the block in which the first signal path

exists; then, it estimates the chip position in which the first path resides. In other

words, this algorithm can be summarized as:

. Estimate kb from RSS measurements.

. Estimate kc (equivalently, k) from low-rate correlation outputs using a change

detection approach.

First Step: Coarse ToA Estimation from RSS Measurements In the first step, the

aim is to detect the coarse arrival time of the signal in the frame interval.

Assume, without loss of generality, that the frame time Tf is an integer multiple

of Tb; that is, Tf ¼ NbTb.

In order to have reliable decision variables in this step, energy from N1 different

frames of the incoming signal is combined for each block. Hence, the decision vari-

ables are expressed as

Yi ¼
XN1�1

j¼0

Yi, j, (3:22)

for i ¼ 0, . . . , Nb � 1, where

Yi, j ¼

ð jTfþ(iþ1)Tbþc jTc

jTfþiTbþc jTc

jr(t)j2 dt: (3:23)

Then, kb in Equation (3.21) is estimated as

k̂b ¼ arg max
0�i�Nb�1

Yi: (3:24)

In other words, the block with the largest signal energy is selected.

Second Step: Fine ToA Estimation from Low-Rate Correlation Outputs After

determining the coarse estimation time from the first step, the second step tries to

5For simplicity, the ToA is assumed to be an integer multiple of the chip duration Tc. In a practical scen-

ario, subchip synchronization can be obtained by employing a delay-lock-loop (DLL) after ToA esti-

mation with chip-level uncertainty [30].
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estimate kc in Equation (3.21). Ideally, kc [ ½0, B� 1� needs to be searched for ToA

estimation, which corresponds to searching k [ ½k̂bB, (k̂b þ 1)B� 1�, with k̂b

obtained from Equation (3.24). However, in some cases, the first signal path can

reside in one of the blocks prior to the strongest one due to multipath effects. There-

fore, instead of searching a single block, k [ ½k̂bB�M1, (k̂b þ 1)B� 1�, with

M1 � 0, can be searched for the ToA in order to increase the probability of the detec-

tion of the first path. In other words, in addition to the block with the largest signal

energy, an additional backwards search over M1 chips can be performed. For nota-

tional simplicity, let U ¼ {ns, ns þ 1, . . . , ne} denote the uncertainty region for ToA,

where ns ¼ k̂bB�M1 and ne ¼ (k̂b þ 1)B� 1 are the start and end points.

In order to estimate the ToA with chip-level resolution, we consider correlations

of the received signal with shifted versions of a template signal. For delay iTc, we

obtain the following correlation output:

zi ¼

ðiTcþN2Tf

iTc

r(t)stemp t � iTcð Þ dt, (3:25)

where N2 is the number of frames over which the correlation output is obtained, and

stemp(t) is the template signal given by

stemp(t) ¼
XN2�1

j¼0

djw(t � jTf � cjTc): (3:26)

From the correlation outputs for different delays, the aim is to determine the chip

position, in which the first signal path has arrived. By appropriate choice of the block

interval Tb and the number of chips M1 for backwards search, and considering the

large number of multipath components in a typical UWB environment, we can

assume that the block starts with a number of chips with noise-only components

and the remaining ones with signal plus noise components, as shown in

Figure 3.9. Assuming that the statistics of the signal paths do not change signifi-

cantly in the uncertainty region, we can express the different hypotheses approxi-

mately as follows [51]:

H0: zi ¼ hi, i ¼ ns, . . . , ne,

Hk: zi ¼ hi, i ¼ ns, . . . , k � 1,

zi ¼ N2

ffiffiffiffi
E
p

â i�kþ1 þ hi, i ¼ k, . . . , ne,

(3:27)

for k [ U, where his denote the independent and identically distributed (i.i.d.)

output noise distributed as N (0, N2N 0=2), and â1, . . . ,âne�kþ1 are i.i.d. channel

coefficients, assuming ne � ns þ 1 � L̂.

From the formulation in Equation (3.27), it is observed that the ToA estimation

problem can be considered as a change detection problem [52]. Let u denote the

unknown parameters of the distribution of â . Then, the log-likelihood ratio (LLR)
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can be calculated as

Sne

k (u) ¼
Xne

i¼k

log
pu(zijHk)

p(zijH0)
, (3:28)

where pu(zijHk) denotes the p.d.f. of the correlation output under hypothesisHk and

with unknown parameters given by u, and p(zijH0) denotes the p.d.f. of the corre-

lation output under hypothesis H0.

Figure 3.9 Illustration of the two-step ToA estimation algorithm. The signal on the top is

the received signal in one frame. The first step checks the signal energy in Nb blocks and

chooses the one with the highest energy (although one frame is shown in the figure, energy

from different frames can be collected for reliable decisions). Assuming that the third

block has the highest energy, the second step focuses on this block to estimate the ToA.

The zoomed version of the signal in the third block is shown on the bottom.
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Since u is unknown, its ML estimate can be obtained for a given hypothesis Hk

and then that estimate can be used in the LLR expression. In other words, the gen-

eralized LLR approach [52] can be taken, where the ToA estimate is expressed as

k̂ ¼ arg max
k[U

Sne

k ½ûML(k)�, (3:29)

where

ûML(k) ¼ arg sup
u

Sne

k (u): (3:30)

For realistic UWB channel models [22], the ML estimate is very complicated to

obtain. Hence, simpler estimators such as the method of moments (MM) estimator

can be employed to obtain those parameters [51]. Then, the index of the chip having

the first signal path can be obtained as

k̂ ¼ arg max
k[U

Sne

k ½ûMM(k)�, (3:31)

where ûMM(k) denotes the MM estimate of u under hypothesis Hk.

Note that the estimators in Equations (3.29) and (3.31) always choose one of the

delays in the uncertainty region as the ToA, which means that the ToA is assumed to

be in the uncertainty region U. In order to prevent erroneous ToA estimation when

the ToA is not an element of U, additional tests can be performed [51].

The advantage of the change detection approach with MM estimation is that it

can provide precise ToA estimation with reasonable complexity. However, in

order for the estimators in Equations (3.29) and (3.31) to work efficiently, there

should be sufficiently many multipath components, and their statistics should be

almost the same in the uncertainty region determined by the second step.

Simplified Generalized Maximum Likelihood Scheme for First-Path
Detection The approach in the previous subsection considers the ToA estimation

as a change detection problem and estimates the delay of the first signal path using

an approximate generalized LLR test. Another approach for the first path detection is

to use the generalized maximum likelihood (GML) estimation principle and to

obtain iterative solutions after some simplifications [26, 53].

Assume that a single UWB pulse is transmitted over a multipath channel. Then,

the received signal in Equation (3.1) can be expressed as the sum of the first signal

path, other multipath components and noise:

r(t) ¼ a1w(t � t1)þ
XL

l¼2

alw(t � tl)þ n(t), (3:32)

where t1 , t2 � � � , tL, with the number of multipaths, L, being unknown. Note

that, in practice, a number of UWB pulses is employed, which are combined to
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have sufficient SNR before the ToA estimation algorithm is applied. Here we con-

sider a single UWB pulse without loss of generality by assuming that the signal in

Equation (3.32) is obtained by combining a number of received pulses.

Assume that the delay and channel coefficient for the strongest multipath com-

ponent, tpeak and apeak, are determined beforehand by means of a correlation tech-

nique. For example, they can be estimated by exhaustively searching possible delay

positions, and choosing the one with maximum correlation output. Since the exhaus-

tive or serial search takes a very long time for a UWB system, a two-step algorithm,

as in the previous section or as in [54], can be employed first to obtain a rough esti-

mate of the signal delays and then to seek the strongest component in the block.

Using tpeak and apeak, we first obtain the following normalized signal [26]:

�r(t) ¼
r(t þ tpeak)

japeakj

¼ ~a1w(t þ ~t1)þ
X

~tl�0

~alw(t þ ~tl)þ
X

~tl,0

~alw(t þ ~tl)þ �n(t), (3:33)

where ~tl ¼ tpeak � tl, and ~al ¼ al=japeakj for l ¼ 1, 2, . . . , L. Note that in Equation

(3.33), the second term represents the multipath components before the strongest

path, and the third term represents the paths after that.

Then, consider the signal components including and prior to the strongest path:

~r(t) ¼ �r(t), t � Tp=2 (3:34)

¼ ~a1w(t þ ~t1)þ
XM

l¼2

~alw(t þ ~tl)þ ~n(t), (3:35)

where Tp is the width of the UWB pulse w(t), M � 1 is the number of multipath com-

ponents before the the strongest component, and ~n(t) is white Gaussian noise trun-

cated to the time interval (�1, Tp=2� [26].

After wide-band filtering and sampling, ~r(t) can be expressed as a vector

~r ¼ ~a1w~t1
þ
XM

l¼2

~alw~tl
þ ~n, (3:36)

where w~tl
consists of the samples from w(t þ ~tl).

Since ~n is a white Gaussian vector, the GML estimate for ~t1 is given by the fol-

lowing [26]:

b~t1 ¼ arg max
~t1

min
~a1, M, ~a,~t

~r� ~a1w~t1
�
XM

l¼2

~alw~tl

�����

�����

2" #
, (3:37)

where ~a ¼ ½ ~a2 � � � ~aM� and ~t ¼ ½~t2 � � � ~tM�. Note that computational complexity of

ToA estimation by Equation (3.37) is very high. Therefore, the following
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modifications are employed to obtain a simpler scheme, where D~t and D ~a are the

thresholds of the algorithm [26]:

. Search the ToA over the portion of r(t) satisfying t � �D~t so that the false

alarm probability in the noise only portion of the signal is restricted;

. Stop the search when j ~a1j , D ~a; and

. Ignore the multipath components that arrive after already detected paths.

Then, the following ToA estimation algorithm is obtained [26]:

(1) Set n ¼ 1, d1 ¼ 0, and m11 ¼ 1.

(2) Increase n by 1.

(3) Find dn that satisfies

dn ¼ arg max
dn�1,d,D~t

~r�
Xn�1

i¼1

m(n�1)iwdi

 !T

wd: (3:38)

(4) Find ½mn1 � � �mnn� such that

½mn1 � � �mnn� ¼ arg min
m0

1
,...,m0n

~r�
Xn

i¼1

m0iwdi

�����

�����

2

: (3:39)

(5) If mnn � D ~a, go to step 2. Otherwise, proceed to the next step.

(6) ~t1 is estimated asb~t1 ¼ dn�1.

The thresholds of the algorithm, D~t and D ~a are important parameters that deter-

mine the performance of the estimator. Therefore, those critical parameters can be

selected based on some statistical information obtained from an experiment in the

same environment [26].

The advantage of the GML-based algorithm is that it is a recursive algorithm and

very accurate ToA estimation can be performed as reported in [26]. However, the

main drawback is that it requires very high rate sampling, which is not practical

in many applications.

Low-Complexity Timing Offset Estimation with Dirty Templates An

alternative to the GML-based approach is a low complexity timing offset estimation

technique based on symbol-rate samples based on the novel idea of “dirty templates”

[37, 55–57].

Due to the unknown multipath channel, the optimal template signal for corre-

lation, which is the received waveform, is not available at the timing stage. There-

fore, symbol-length portions of the received signal can be employed as noisy

(“dirty”) templates, the cross-correlations of which are used to estimate the ToA

of the received signal.
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In order to see how to estimate the timing offset using dirty templates, consider PAM

with no polarity codes and express the received signal of Equations (3.1) and (3.2) as

r(t) ¼
ffiffiffiffi
E
p X1

k¼�1

bkwR(t � kTs � t1)þ n(t), (3:40)

where Ts ¼ NfTf is the symbol interval and

wR(t) ¼
XL

l¼1

alwT(t � tl,1), (3:41)

with

wT(t) ¼
XNf�1

j¼0

w(t � jTf � cjTc), (3:42)

and tl,1 ¼ tl � t1, for l ¼ 1, . . . , L. Note that wT(t) and wR(t) denote the transmitted

symbol waveform and the received symbol waveform, respectively. Then, the ToA esti-

mation problem amounts to estimating t1 of Equation (3.40), which is assumed to be

confined to one symbol duration, ½0, Ts), without loss of generality. Also assume that

Tf � tL,1 þ Tp and c0 � cNf�1 so that the nonzero support of wR(t) is confined to

½0, Ts), and no ISI is present.

Consider symbol-long segments of the received signal and calculate the cross-

correlations between them as follows [37]:

xk(t) ¼

ðTs

0

r(t þ 2kTs þ t)r(t þ (2k � 1)Ts þ t) dt, (3:43)

for t [ ½0, Ts). The signals r(t þ 2kTs þ t) and r½t þ (2k � 1)Ts þ t�, for t [ ½0, Ts)

are the dirty templates since they are noisy and act as template signals for each other.

Also they include the effects of the unknown multipath channel including the timing

offset t1.

After some manipulation, Equation (3.43) can be expressed as [37]:

xk(t) ¼ b2k�1 b2k�2EA(~t1)þ b2kEB(~t1)½ � þ hk(t), (3:44)

where

~t1 ¼ (t1 � t) mod Ts, EA(t) ¼ E

ðTs

Ts�t

w2
R(t) dt, EB(t) ¼ E

ðTs�t

0

w2
R(t) dt,

and hk(t) is the noise term.

For the nondata-aided (blind) case, the mean square of Equation (3.44) can be

obtained as

E{x2
k(t)} ¼

1

2
EA(~t1)þ EB(~t1)½ �

2
þ

1

2
EA(~t1)� EB(~t1)½ �

2
þs2

h, (3:45)
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where equiprobable information symbols are assumed. Since EA(~t1)þ EB(~t1) ¼

E
Ð Ts

0
w2

R(t) dt is constant, and EB(~t1)� EA(~t1) is maximized at t ¼ t1, the time

offset can be estimated as

bt1 ¼ arg max
t[½0, Ts)

1

K

XK

k¼1

x2
k(t)

( )
, (3:46)

where the expected value is replaced by its sample mean estimate obtained from K

symbol-long pairs of received segments.

For the data-aided case, use of special training sequences speeds up the time

offset estimation process. For example, by using bk ¼ (�1)bk=2c, Equation (3.44)

can be expressed as [37]:

xk(t) ¼ EA(~t1)� EB(~t1)½ � þ hk(t), (3:47)

the mean square value of which is given by

E{x2
k(t)} ¼ EA(~t1)� EB(~t1)½ �

2
þs2

h: (3:48)

Since Equation (3.48) is maximized at t ¼ t1, the estimator in Equation (3.46)

can again be employed. The advantage of the data-aided scheme is that the

sample mean converges faster to the mean square value in Equation (3.48); there-

fore, more accurate time offset estimates can be obtained with the same number

of symbols.

Further improvements can be obtained over the estimator of Equation (3.46) in

the data-aided case by different combinations of the correlator outputs or by

analog implementation [37].

The main advantage of the dirty template approach is the rich multipath energy

collection since the templates are circularly shifted versions of the received symbol

waveform. However, the noise in those templates results in noise–noise cross-terms,

which causes some performance loss. This effect can be mitigated to some extent by

averaging [37].

Since the dirty template approach uses the received signal waveform, it does not

need to estimate any parameters of the multipath components except the delay of the

first path. This is not the case for the change detection and GML based approaches of

the previous two subsections.

One main disadvantage of the timing with dirty templates (TDT) algorithm is that

its ToA estimate will have an ambiguity equal to the extent of the noise-only region

between consecutive symbols, because in such a case there can be a set of symbol-

long signal segments pairs that are proportional to each other. Therefore, another

algorithm needs to be implemented after the dirty template based algorithm

obtains the timing offset estimate. In other words, this scheme can be used as the

first step of a two-step ToA estimation algorithm.
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Other ToA Estimation Algorithms, and Design Criteria In addition to the

algorithms mentioned in the previous subsections, there are also other timing offset

estimation algorithms. In [50], coded Beacon sequences are employed to speed up

the acquisition process by enabling searches over larger intervals. This avoids

exhaustive search of the whole uncertainty region on the chip level, and fast ToA

estimation becomes possible.

A frequency domain approach based on sub-Nyquist uniform sampling is pro-

posed in [58]. It uses low-rate samples and thus allows for slower A/D converters.

Similar to the scheme in Section 3.5.2, a ToA estimation technique that tries to

estimate the breakpoint between the noise-only and signal part of the received

signal process is proposed in [59]. This technique requires some knowledge of the

power delay profile of the channel and considers Gaussian models for the received

signal both before and after the signal arrival.

Based on the cyclostationarity of IR-UWB signals, blind timing offset estimation

techniques are proposed in [60]. However, for an ambiguity up to a pulse width,

pulse-rate samples are required by these algorithms.

Although each algorithm has its advantages and disadvantages, the main issues

for ToA estimation schemes for UWB systems are the following:

. A low sampling rate is required in order to have a low power and practical

design. Therefore, algorithms using symbol-rate or frame-rate samples are pre-

ferable to those that employ chip-rate samples.

. For a given accuracy, ToA estimation should be performed using as few train-

ing symbols as possible. In other words, the time it takes to estimate the ToA

should not be very long.

. Related to the previous issue for a given time interval or a given number of

training symbols, the ToA estimation should provide sufficient accuracy.

Considering these criteria, the TDT approach combined with a change detection

or a conventional correlation-based first-path detection scheme is a reasonable

scheme. This is because the TDT algorithm can reduce the uncertainty about the

ToA to a small region quickly using symbol-rate samples. Then, a higher resolution

algorithm based on correlation outputs of the received signal with a template signal

matched to the transmitted symbol6 can be used to estimate the ToA of the incoming

signal. The algorithm to estimate the ToA from those correlation outputs can be a

simple first-path detection algorithm or based on a change detection approach

depending on the complexity constraints.

Design of UWB ToA estimators that provide a tradeoff between complexity and

performance is still an active research area. Designing an optimal ToA estimator

within the constraints discussed above, such as the maximum sampling rate and esti-

mation interval, remains an open problem.

6Symbol-rate samples can be obtained by using a template signal matched to the transmitted UWB

symbol.
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3.5.3 Two-Way Ranging Protocols

In order to estimate the ToA of a signal from one node to another, the two nodes

must have a common reference clock. In the absence of such a timing reference,

two-way ranging protocols can be employed to determine the round-trip time.

In [26], a two-way ranging scheme, which is employed in a two-way remote syn-

chronization technique in satellite systems [61], is used to estimate the round-trip

time in UWB systems. In this scheme, each node switches between transmission

and reception modes every T s. Let t1 and t2 denote the local clocks of node 1 and

node 2, respectively. As shown in Figure 3.10, at t1 ¼ 0, node 1 starts transmitting

signals to node 2, which sets its clock to t2 ¼ 0 at the coarse estimation of the

signal arrival time. However, this estimation is different than the true arrival time

by toff, 2. Then, after T s node 2 starts transmitting signals to node 1. At

t1 ¼ 2tprop þ toff, 2 þ T , the signal arrives at node 1. However, the coarse estimation

of the arrival time causes node 1 to detect the incoming signal with a difference of

Node 1 Node 2

t1 = 0

t1 = tprop

t1 = tprop + toff, 2 + T

t1 = 2tprop + toff, 2 + T

t1 = tround

toff, 1

toff, 2

t2 = 0

t2 = T

Figure 3.10 A two-way ranging protocol.
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toff,1 from the true arrival time. By the second step of the ToA estimation algorithm,

node 1 can estimate toff,1. However, it also needs toff,2 in order to be able to calculate

the propagation time as

tprop ¼ 0:5(tround � T � toff,1 � toff,2): (3:49)

For that reason, node 2 later sends node 1 a few bits to inform node 1 about toff, 2. Then,

the range can be estimated as d ¼ tpropc using Equation (3.49), where c is the speed

of light.

Note that this protocol considers a two-step ToA estimation algorithm at each node,

where the first step performs a coarse estimation of the signal arrival time, and the

second step tries to estimate the exact ToA (e.g., the algorithm in Section 3.5.2).

Then, toff,1 and toff,2 denote the errors in the first step of the ToA estimation algorithm.

3.6 LOCATION-AWARE APPLICATIONS

Mobility makes location awareness a critical attribute for terminals in wireless net-

works. There is an increasing trend towards development of location-aware appli-

cations for both cellular and short-range communication networks. While location

awareness in cellular networks is desired generally for multimedia services,

content adaptation and distribution of personalized content [62], in short range net-

works, the main interest and market opportunities lie in tracking, control, monitoring

and automation related applications. Therefore, positioning capability for both

indoor and outdoor applications is crucial to penetrate a number of large markets.

The signals of conventional positioning systems such as the global positioning

system (GPS) may not be available in indoor environments such as dwellings, ware-

houses and factories. Furthermore, in dense outdoor networks, adding a GPS func-

tionality to every device becomes costly. Therefore, an alternative technology to

GPS that would satisfy low cost and precision location would be viable.

One of the objectives of the emerging IEEE 802.15.4a standards is to modify and

add precision ranging capability to the existing IEEE 802.15.4 physical layer. These

standards will certainly spur development of various short-range and low-rate

location-aware applications. Intuitively, each application will have varying require-

ments for communication range, data rate, ranging precision, mobility support and

delay. In [63], location-aware applications are listed and their technical require-

ments are given. We provide a summary of some of those applications and their

market requirements here.

One of the large application areas for location awareness is inventory tracking

and pinpointing of goods in warehouses, and real-time tracking of shipments and

valuable items in manufacturing plants. The desired ranging precision for such

applications is approximately 3 cm to 3 feet according to the market analysis

results presented in [63]. Another interesting field arises in civil government,

safety and health care applications. Tracking people indoors, tracking fire-fighters,
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emergency responders, and miners, and finding avalanche victims, locating hospital

staff, finding wandering patients, etc., may require ranging accuracy of only 50 cm.

Security will certainly be another important area for location-aware applications.

Daytime intruder detection, visitor management, enforcing restricted zones, and

escort policies are some specific cases with a ranging accuracy requirement of

10–30 cm. Other interesting applications include locating cars in a parking lot

and remote key unlocking, wireless body area networking for fitness and medical

purposes, and real-time phone call forwarding.

Besides precise ranging requirements, battery lifetime of positioning capable

devices is important, and it is generally expected to be longer than a year for

UWB-based systems. Therefore, the UWB technology is a good candidate to

satisfy both precision and longevity requirements.

3.7 CONCLUSIONS

In this chapter, we have considered positioning via UWB signals. Due to its high

resolution capability in the time domain, time-based positioning algorithms are

usually preferred over those involving AoA or RSS measurements. Although this

high time resolution enables very accurate positioning, it also poses some challenges

for practical systems, which may prevent the implementation of the optimal ToA

estimation scheme in a positioning receiver. Therefore, some suboptimal ToA esti-

mation algorithms have been considered, which offer varying tradeoffs between

levels of accuracy and complexity.

The precise positioning capability of UWB systems facilitates many applications

such as medical monitoring, security and asset tracking. Standardization efforts are

underway in the IEEE 802.15.4a PAN standard, which will possibly make use of the

unique features of the UWB technology.
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&CHAPTER 4

UWB Modulation Options

HÜSEYIN ARSLAN, İSMAIL GÜVENÇ, and SADIA AHMED

4.1 INTRODUCTION

In the world of wireless communication, UWB is considered as an attractive tech-

nology for its high capacity, high data rates, robustness against fading, low power

consumption, low cost and low-complexity devices. In spite of all the benefits of

UWB, the extremely wide frequency bands (greater than 500 MHz) and exception-

ally narrow pulses (in the range of 102 ps) make it difficult to apply conventional

narrowband modulation techniques into UWB systems. Therefore, a significant

amount of research has been conducted to come up with the suitable modulation

technique for UWB systems.

Selecting the appropriate modulation technique in the UWB systems still remains

a major challenge. There are various possible modulation options that depend on the

application, design specifications and constraints, range, transmission and reception

power, quality of service requirements, regulatory requirements, hardware complex-

ity, data rate, reliability of channel, and capacity. Therefore, it is crucial to choose

the right modulation for the right purpose. Some of the well-studied modulation or

mapping options in UWB are BPSK, QPSK, PAM, OOK, PPM, PIM, and PSM. Of

these options, BPSK is one of the most popular modulation techniques in UWB

applications due to its smooth power spectrum and low BER. However, accurate

phase detection of the modulated signal in BPSK requires accurate channel esti-

mation at the receiver. Compared with BPSK, OOK and PPM only require the

knowledge of the presence or absence of signal and therefore channel estimation

is not necessary. The noise level in wireless channels also influences the choice

of modulation. Higher-order modulation ensures high data rate at the cost of poor

BER in a noisy channel. Therefore, lower-order modulation for low-data-rate appli-

cations is desired in poor channel conditions. One can also consider transmission

over multiple frequency bands or over multiple carriers, and various multiple acces-

sing options such as TH and DS under the umbrella of UWB modulations.

77

Ultra Wideband Wireless Communication. Edited by Arslan, Chen, and Di Benedetto
Copyright # 2006 John Wiley & Sons, Inc.



In this chapter, various multiple access schemes, carrier modulation, and data

mapping will be studied for UWB communication systems. Digital communication

requires mapping of the stream of bits into waveforms at the transmitter and conver-

sely demapping is achieved at the receiver through various reception algorithms.

These mapping and demapping operations are commonly referred as modulation

and demodulation. In a more formal expression, modulation is defined as “the

mapping of a sequence of binary digits into a set of corresponding waveforms”

[1]. The mapped waveform can correspond to a single bit, or a sequence of bits.

The term modulation is also often used to imply other concepts. Baseband signals

are commonly mixed by carriers to up-convert them into intermediate frequencies

(IF) and/or radio frequencies (RF). Carrier modulation, which is the process of

embedding the information into a radio carrier [2], is also commonly referred as

modulation. It is further possible to find certain multiple accessing and signaling

techniques being referred as modulation techniques in the literature [3–5]. In the

sequel, we will commonly refer the mapping of the information into waveforms

as data mapping, which will be the main focus of our chapter. Different carrier-

based and carrierless implementations of UWB systems as well as certain multiple

accessing schemes that may be referred to in the literature as modulation approaches

will be covered under UWB signaling techniques.

Within this context, in Section 4.2, TH and DS IR signaling will be presented

using a unified signaling model. The same section will address two other popular

UWB signaling approaches: multiband-UWB and multicarrier modulation

schemes. In Section 4.3, several binary and higher-order data mapping formats

for UWB will be analyzed in terms of their BER performances. Section 4.4 will

address these data mapping or modulation techniques in terms of their spectral

characteristics, which are important for compliance with regulatory requirements

in UWB. Even though coherent modulation schemes have better power efficiencies,

certain data mapping formats allow implementation of noncoherent reception and

lower complexity hardware implementation, which will be discussed in Section

4.5. Finally, performances of certain data mapping formats in practical scenarios

will be discussed in Section 4.6. Our analysis will cover the data modulation and

inter-pulse interference effects of multipath, effects of multiple access interference,

and effects of timing misalignment on the performance of various data mapping

options.

4.2 UWB SIGNALING TECHNIQUES

Early implementation of UWB communication systems is based on transmission and

reception of extremely short duration (typically subnanosecond) pulses, which are

commonly referred as impulse radio. In the pioneering work by Scholtz [3] in

1993, time-hopping impulse radio was introduced as a carrierless modulation

scheme, where no up/down conversion of the transmitted/received signal is

required for the transceiver circuitry. Up until February 2002, the term UWB was

tied solely to impulse radio modulation. In February 2002, the FCC released the
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Part 15 amendment that allows (and specifies the rules for) the operation of UWB

devices. The FCC definition for UWB in this document is that any signal having

a fractional bandwidth1 larger than 0.2, or a signal bandwidth2 greater than

500 MHz is considered as UWB. These regulatory rules also specify indoor and

outdoor spectral masks, which restricts transmission powers of UWB devices in

order to minimize the interference with other narrowband technologies operating

in the same frequency bands. The new FCC definition of UWB basically implies

that any communication technology that has a bandwidth larger than 500 MHz is

considered as UWB. This new ruling placed a variety of well-known and more

established wireless communication technologies and applications under the

umbrella of UWB systems. Multiband UWB is one of the possible examples

where the entire UWB single band is split into several smaller bands, each sub-

band satisfying the FCC bandwidth requirement. Multicarrier OFDM is another

popular technology that can be applied to UWB systems under the same bandwidth

ruling. Multiband and multicarrier concepts in UWB are studied in the subsections

below. We will begin with a basic signal model for impulse radio UWB and move

onto two possible multiple access schemes followed by the discussion on multiband

and multicarrier.

4.2.1 UWB-IR Signaling

Let the generic transmitted and received UWB signals s(c)(t) and r(c)(t) by user c in

a single-path, single-user environment be written as

s(c)(t) ¼
X1

j¼�1

ffiffiffiffiffi
Es

Ns

r
d

(c)
j b

(c)
b j=Nsc

v(j)
tr t � jTf � c

(c)
j Th � da

(c)
b j=Nsc

� �
, (4:1)

r(c)(t) ¼
X1

j¼�1

ffiffiffiffiffi
Es

Ns

r
d

(c)
j b

(c)
b j=Nsc

v(j)
tr t � jTf � c

(c)
j Th � da

(c)
b j=Nsc

þ e j

� �
þ n(t), (4:2)

where j is the frame index, Es is the energy per symbol, Ns is the number of pulses

per symbol, Tf is the nominal interval between two pulses, d is the modulation index

if the modulation is PPM, and Th is the chip duration which is larger than pulse width

Tc for PPM. Decimal (time-hop) codes c
(c)
j and binary (polarity) codes d

(c)
j are

pseudo-random codes unique to user c, and are used to employ TH-UWB

(Figure 4.1) or DS-UWB (Figure 4.2) multiple access schemes, respectively, or

their combination, as will be discussed later. The timing misalignment for the jth

pulse (which may be due to timing jitter or finger estimation error), ej, is a zero-

mean random variable, pulse amplitude is represented by A ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
Es=Ns

p
, and n(t) is

the AWGN with a double-sided spectrum of N0=2. With b
(c)
b j=Nsc

changing the ampli-

tudes of the pulses (OOK, BPSK, positive PAM, M-ary PAM) or da
(c)
b j=Nsc

varying the

1Ratio of signal bandwidth to central frequency.
2Defined by the range within 10 dB of the peak transmission power.
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time positions of the pulses (PPM, M-ary PPM, PIM), or v(j)
rx modifying the shapes

of the pulses (PSM), UWB-IR signals can be modulated in different ways as shown

in Table 4.1 and in Figures 4.3 and 4.4, and as will be discussed in the next section.

The transmitted pulse shape is represented by v
(j)
tr , where the j term is used to

refer to different pulse shapes for PSM, and can be dropped for simplicity of notation

if identical pulse shapes are employed. In this chapter, for theoretical purposes, and

unless otherwise stated, the transmitted pulse shape is modeled as the second deriva-

tive of the Gaussian pulse [6]:

vtr(t) ¼ 1� 4p
t

t

� �2
� �

e�2pðt
t
)2

, (4:3)

where t is used to adjust the pulse width, Tc, and it is assumed further that the pulse

shape is normalized to have unit energy.

Figure 4.1 TH-UWB-IR signaling structure.

Figure 4.2 DS-UWB-IR signaling structure.
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Although other receiver techniques are possible, matched filtering (or correlator

receiver) is the optimal reception approach as it maximizes the signal-to-noise ratio

(SNR). In matched filtering, exact received pulse shape information is assumed to be

available at the receiver to construct a local template. As shown in Figure 4.5, the

received signal is correlated with this local template to calculate the decision stat-

istics, which are then used for demapping (based on the employed data mapping

format) to obtain the received bit stream. The normalized autocorrelation function

(NACF), which depends on the received pulse shape, carries significant importance

in a matched filter receiver for the calculation of the Euclidean distances between the

TABLE 4.1 Binary Data Mapping Formats and BER Performances

Binary b
(k)
b j=Nsc

da
(k)
b j=Nsc

BER

Orthogonal PPM 1 0, Tc Q

ffiffiffiffiffiffiffiffiffiffiffiffiffi
NsAEp

N0

r !

Optimum PPM 1
0, dopt,

dopt ¼ argmax

d

{R(0)� R(d)}
Q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
NsAEp

N0

½R(0)� R(dopt)�

r !

BPSK +1 0 Q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2NsAEp

N0

r !

PAM a1, a2 0 Q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
(a2 � a1)2NsAEp

2N0

s0

@

1

A

OOK 0, a 0 Q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2NsAEp

2N0

s0

@

1

A

Figure 4.3 TH-UWB-IR signaling structure.
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symbols for different modulation formats, and accounts for synchronization errors.

For the pulse shape assumed in this chapter, the NACF is given by

R(Dt) ¼

Ð1

�1
vrec(t)vrec(t � Dt) dtÐ1

�1
v2

rec(t) dt

¼ 1� 4p
Dt

t

� �2

þ
4p2

3

Dt

t

� �4
" #

e�p(Dt
t

)2

, (4:4)

Figure 4.4 Binary data mapping schemes. (a) orthogonal PPM; (b) optimal PPM; (c) BPSK;

(d) OOK; (e) PAM; (f) PSM; (g) PIM.

Figure 4.5 M-ary data mapping schemes. (a) M-ary PPM; (b) M-ary PAM; (c) biorthogonal

signaling; (d) multilevel PSM.
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where under perfect synchronization we have R(0) ¼ 1, which implies the received

pulse energy as

Ep ¼
Es

Ns

¼

ð1

�1

v2
rec(t) dt (4:5)

How the received signal energy affects the performances of different data mapping

formats will be discussed in more detail in the next section.

Note that the system models given in Equations (4.1) and (4.2) are applicable for

TH-UWB or DS-UWB, or their combination. For pure TH-UWB implementation,

d
(c)
j is taken to be unity for all j, and c

(c)
j is used to hop the pulses in time [3, 6–

11]. On the other hand, pure DS-UWB is achieved using c
(c)
j ¼ 0 for all j, and

using Tf ¼ Th (i.e., decreasing the frame duration into a chip duration and trans-

mitting the pulses consecutively), where this time the codes d
(c)
j are used to

change the polarities of the pulses as in DS code division multiple access

(DS-CDMA) systems [12–14]. It is also possible to use TH and DS codes (also

refered as polarity codes) simultaneously, which helps to smooth the spectrum

further in a TH-UWB implementation [15–17], and yields a more robust system

due to additional spreading gain. By using appropriate code designs, it is possible

to have codes with better correlation properties for both TH-UWB [7, 8] and DS-

UWB [12] implementations.

It is also possible to apply different multiple accessing schemes and mapping/
demapping techniques into UWB systems where multiband or multiple carriers

are utilized for efficient data modulation and transmission.

4.2.2 Multiband UWB

The basic idea behind multiband schemes is to split the total available bandwidth

into multiple frequency bands for efficient utilization of the UWB spectrum

by transmitting multiple UWB signals at different frequencies. Since the trans-

mission is “almost” orthogonal over each of these bands (like frequency division

multiplexing, FDM), the signals do not interfere with each other. By partitioning

the spectrum into smaller chunks (each of which is still larger than 500 MHz to

comply with FCC spectrum regulations), a better co-existence with other current

and future wireless technologies can be achieved. This approach also enables

worldwide interoperability of the UWB devices, as the spectral allocation for

UWB could be different in various parts of the world. Another great benefit of

multiband is the ability to avoid narrowband interference over the frequency

spectrum where strong interferers exists. For example, transmission over the

UNII band, where possible 802.11a-based WLAN devices pose a threat, can be

avoided.

In spite of all the benefits given above, multiband system design might also give

up some other benefits over the traditional single-band approaches. First of all, in

multiband schemes the bandwidth adjustment is relatively coarse as the bandwidth

in each subband should be at least 500 MHz wide. Hence, turning off the
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transmission over a big chunk of a frequency spectrum (like unlicensed UNII bands)

all the time does not exploit the full bandwidth that the regulations allow. Ideally, a

UWB solution should be robust against interference received from both licensed and

unlicensed devices, and should provide spectral flexibility for current and future

spectrum assignment worldwide, while providing the highest spectral efficiency

possible. A fully adaptive solution that can take advantage of the available spectrum

by dynamically adjusting the transmission depending on the measurement of the

interference level over these frequencies is desirable. Note that multiband is not

the only way of adjusting the transmitted power spectrum. There are other ways

of controlling the spectrum. The analysis of these different approaches is beyond

the scope of this chapter.

There has been a variety of multiband solutions for UWB communications. Even

though the main concept is the same, there are some variations in each of these

solutions. The bandwidth and number of available bands generate different perform-

ance tradeoffs and design challenges such as sampling rate, multipath, and multiple

access interference. Some of the possible solutions to multiband are pulse-based,

single-carrier-based and multiple-carrier-based (OFDM or other approaches) [19,

20]. Multiband can also be employed by modulating UWB pulses using direct

sequence PN codes and then utilizing the resulting signal to modulate single carriers

on sub-bands.

Figure 4.6 shows a pulse-based scheme where each unique pulse (top figure)

transmits information over corresponding sub-band (bottom figure).

Figure 4.6 Multiband UWB signaling (pulse-based): top, pulses used to generate frequency

bands 1–10; bottom, power spectral densities of individual pulse shapes in bands 1–10.
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4.2.3 Multicarrier UWB

The multicarrier approach is a strong candidate for UWB modulation where multiple

carriers are modulated by UWB symbols to transmit information. There are several

ways to implement multicarrier modulation. One such implementation involves

multiple nonoverlapping orthogonal carriers. Another technique utilizes OFDM.

Figure 4.7 describes the first approach where three nonoverlapping carriers are

used to transmit information. Although multicarrier is a good solution against ISI,

the use of separate carriers greatly reduces spectral efficiency and increases hard-

ware complexity due to the increased number of mixers and filter banks at the trans-

mitter and at the receiver. A popular way to employ the multicarrier approach is

OFDM technology, which can efficiently tackle multicarrier-related issues.

4.2.4 OFDM

OFDM is a spectrally efficient way of implementing multicarrier modulation where

multiple overlapping orthogonal carriers are used through fast Fourier transform

(FFT) and inverse fast Fourier transform (IFFT) [5]. Although OFDM falls under

the umbrella of multicarrier modulation, only a single carrier is required for the

physical implementation, eliminating the need for mixers and filter banks at

Figure 4.7 Multi-carrier UWB signaling: three carrier frequencies and power spectral

densities of individual carriers.
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transmitter and receiver. Figure 4.8 shows four orthogonal carriers of an OFDM

symbol, where the sinc carrier functions overlap while maintaining orthogonality

at the proper frequency sampling positions. The number of carriers within an

OFDM symbol is a design issue and depends on the application.

Over the last few years OFDM has gained wide popularity in the wireless world

for its robustness against multipath interference, ability to capture multipath energy

efficiently, ability to allow frequency diversity with the use of efficient forward

error correction (FEC) coding, and ability to provide high bandwidth efficiency

through the use of sub-band adaptive modulation and coding techniques. In

UWB, OFDM has an additional advantage, its ability to avoid transmission of

narrowband interference in the carriers that are significantly corrupted. Also,

timing mismatch is efficiently handled by OFDM through the use of a cyclic

prefix. Since the carriers are modulated by the UWB symbols in OFDM, the

pulses constructing the UWB symbol are also modulated by the data bits or

symbols, known as data mapping (or data modulation). Some of the more

popular data modulation options in OFDM are BPSK, QPSK, 16QAM and

64QAM [see Figure 4.9(a)].

Figure 4.8 OFDM: four carriers and their power spectral densities.

Figure 4.9 Signal constellation points for different modulation formats: (a) popular modu-

lation schemes in OFDM; (b) binary modulations; (c) M-ary PAM.
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The data rate and data bits per OFDM symbol vary depending on the respective

data mapping or data modulation options. Another attractive feature of OFDM is the

use of sub-band adaptive modulation where the data mapping can be different over

different carriers depending on the SNR of the carriers.

Apart from all the benefits of employing OFDM modulation in UWB, the OFDM

scheme comes with its own challenges like intercarrier interference (ICI) due to loss

of orthogonality among carriers and nonlinearity in power amplifiers due to high

peak-to-average-power-ratio (PAPR).

Carrier modulation includes modulating one or more carriers by UWB symbols

or pulse streams. Each of these pulses is again modulated by data bits or symbols

using data mapping and will be discussed in detail in the following section.

4.3 DATA MAPPING

Digital data is embedded in bit streams or symbols of 1s and 0s and requires

transmission over UWB pulses. Data mapping or data modulation is essential

to achieve mapping of binary bits onto these UWB pulse waveforms. The per-

formances of different data mapping formats have been analyzed extensively in

the past for other technologies [1, 21–23], including some recent work that dis-

cussed certain aspects of different UWB data mapping formats [24–27]. There are

multiple possible solutions to data mapping and the choice depends on design,

application, data-rate, BER requirements, complexity requirements, regulatory

issues, and multiple accessing scheme. In this section, we will address appropriate

binary and higher-order data mapping formats for UWB communications, fol-

lowed by the discussion of other modulation-related issues in the subsequent

sections.

4.3.1 Binary Data Mapping Schemes

Binary mapping of the digital data on UWB pulses means that only one bit is trans-

mitted by a single pulse or a train of pulses (i.e., one bit per symbol). Some of

the possible binary data modulation options for UWB IR are PPM, BPSK, OOK,

binary PAM, PSM [28], and PIM [29], and can be implemented in TH-IR, DS-IR,

and multiband IR. In PPM, the position of each pulse is modulated depending on

the transmitted bit while the pulse phase and amplitude remain the same. PAM

involves modulating the pulse amplitude according to data bits. OOK and BPSK

are both special cases of PAM. In OOK, the presence or absence of transmitted

signal determines a 1 or a 0, respectively. BPSK involves changing the pulse polarity

according to binary bit information. In PIM, information is embedded within the

pulse to pulse intervals. Due to the baseband nature of IR, all these modulation

schemes do not use any phase information. Another modulation scheme is PSM

where modified Hermite polynomials are used to construct orthogonal pulses to

represent different symbols [28]. Mapping of the bits on a UWB pulse for these

different binary modulation schemes is depicted in Figure 4.3(b), which also

applies for multiple pulses per bit.

4.3 DATA MAPPING 87



Based on how the bits are mapped onto the pulses, constellation for a specific data

mapping format will have different forms, as depicted in Figure 4.9(b) for PAM,

PPM, OOK, and BPSK modulations. The Euclidean distance is expressed as the dis-

tance between two adjacent symbols or signal points on a constellation. The BER

performance of binary modulations in a AWGN channel using the Euclidean dis-

tance d12 between two different symbols is given as [1]:

Pb ¼ Q

ffiffiffiffiffiffiffiffi
d 2

12

2N0

s0

@

1

A ¼ 1

2
P(0j1)þ

1

2
P(1j0), (4:6)

where P(0j1) and P(1j0) are the probabilities of detecting the opposites of the trans-

mitted bits, and Q(x) ¼ 1
2

erfc(x=
ffiffiffi
2
p

). As shown in Figure 4.10 for BPSK modu-

lation, the BER is calculated as the area under the tails of the Q-function for

either possible data symbols, and depends on both the noise power and the signal

power. Equation (4.6) dictates that BER performance is related to the Euclidean dis-

tance of a particular modulation scheme. For orthogonal PPM, the Euclidean dis-

tance is expressed as
p

2Ep; for BPSK it is expressed as 2
p

Ep; for OOK it is

a
p

Ep and for PAM it is (a1 � a2)
p

Ep. Plugging these values in Equation (4.6)

and considering the effects of processing gain Ns and pulse amplitude A, BER

performances of binary modulations are obtained as summarized in Table 4.1.

Maximizing Euclidean distance reduces the probability of detecting the wrong

symbol. Optimum PPM is obtained by choosing the modulation index d that maxi-

mizes the Euclidean distance.

Theoretical plots for binary modulations in AWGN and Rayleigh fading channels

using Ns ¼ 1 and A ¼ 1 are depicted in Figure 4.11. It is seen that orthogonal PPM

Figure 4.10 Probability density functions corresponding to bits 0 and 1, and calculation of

the bit error probabilities.
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and OOK modulations have the same BER performance when the average trans-

mitted pulse energies are the same (a ¼
ffiffiffi
2
p

). BPSK is 3 dB more power-efficient

than both OOK and orthogonal PPM. For the case of Tc ¼ 0:8 ns, dopt is evaluated

as 0.16 ns and R(dopt) as 20.6, which makes optimum PPM 1 dB more power-

inefficient than BPSK. Performance plots in Figure 4.11 for the Rayleigh fading

channel show that similar degradation is observed in all modulation schemes.

Since the Euclidean distance is reduced when using positive PAM due to the

same polarity of the pulses, it has the worst power efficiency (and therefore is not

preferred). For example when a1 ¼
p

0:5 and a2 ¼
p

1:5 are selected, positive

PAM is 9 dB more power-inefficient than BPSK.

Some of the discussed binary data mapping schemes in this section are applicable

to higher order M-ary mapping formats whenever there is a need for higher data rate

and efficient data transmission, which will be discussed in the next section.

4.3.2 M-ary Data Mapping Schemes

In order to achieve increased data rate, multiple bits (rather than a single bit) can be

mapped onto UWB pulses, which leads to M-ary data mapping options. Some of the

possible M-ary data mapping or modulation options are M-ary PPM, M-ary PAM,

and biorthogonal signaling, M-ary PSM, and M-ary PIM. Mapping of the bit

streams onto the UWB pulses for different M-ary data mapping formats is depicted

in Figure 4.4 for two bits per symbol (i.e., 4-ary modulation).

There exist trade-offs in the implementation of the different higher-order

mapping schemes. M-ary PPM requires a bank of M correlators, whose outputs

Figure 4.11 BER performances in AWGN and Rayleigh fading channels.
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are compared and the highest correlator output yields the detected bits. A single cor-

relator is sufficient for M-ary PAM; however, it requires accurate estimation of the

channel in order to set optimal thresholds for various correlator output levels.3

Biorthogonal signaling, which uses M=2 orthogonal waveforms and their negatives

to construct a set of M waveforms, requires M/2 correlators. With appropriate

design of templates, number of correlators in biorthogonal scheme can be decreased

to M/4þ1 and in PPM to M/2.

Theoretical BER peformances of M-ary modulations are shown in Table 4.2.

Figure 4.12 compares the symbol error rate (SER) performances of M-ary PPM and

M-ary PAM for various modulation orders, M, which are based on their theoretical per-

formances in AWGN channels [1]. It is seen that, as M increases, the SER performance

of M-ary PPM improves due to the increased dimensionality of the Euclidean space,

while the SER performance of M-ary PAM declines because of the decreased Euclidean

distance between the symbols. For M larger than 4, power efficiency of M-ary PPM is

better than BPSK (binary PAM). The performance improvement in M-ary PPM comes

at the expense of increased transceiver complexity and bounded data rate, since the

larger symbol duration limits the pulse repetition frequency (PRF). For example,

instead of using 8-ary PPM to transmit 3 bits, BPSK can be used in the same time

interval to transmit 8 bits. Spectrally efficient M-ary PAM can be considered to

achieve higher data rates with a moderate power efficiency. Compared with M-ary

PPM, M-ary biorthogonal signaling has simpler receiver structure since half the

number of correlators are employed [1]. Another advantage of this scheme is that it

Figure 4.12 SER performances of M-ary PPM and M-ary PAM.

3Note that, conversely, M-ary PPM can be implemented in a noncoherent manner, which does not require

channel estimation (unless some kind of optimum rake combining is performed).
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combines the power efficiency of M-ary PPM with the smooth power spectrum of

M-ary PAM [25].

Application of various data modulation schemes (both binary and M-ary) also

depend on some other factors, but not only their BER performances. In the rest of

the chapter, we will cover the aspects of different data mapping formats related

with the spectral characteristics of the resulting signal, transceiver complexity,

and performances in practical scenarios (multipath, multiuser interference, and

synchronization errors).

4.4 SPECTRAL CHARACTERISTICS

Spectral characteristics of different modulation schemes carry significant import-

ance due to interference effects on the other technologies. Power spectral density

(PSD) of the modulated UWB waveform must be within the spectral mask specified

by the regulating agencies. For example, in the USA, the FCC allows 241 dBm/
MHz power levels for the frequency band 3.1–10.6 GHz. Beyond this band,

power levels are extremely low, except in the very low frequency band.

Spectra of transmitted signals when employing different UWB modulations are

investigated in [15, 24]. The desired UWB spectrum should be smooth to avoid

spectral peaks that violate the FCC declared UWB spectral mask. The application

of different data mapping techniques results in different shapes of spectrum that

need to be analyzed and compared. Due to the periodicity of the pulses, OOK, posi-

tive PAM, and PPM have discrete spectral lines in the signal PSD [30]. This forces a

reduction in the overall transmitted power to fit within the required spectral mask.

Methods such as pulse dithering [6], which randomly changes the pulse-to-pulse

intervals, and polarity randomization [15], which randomly changes pulse polarities,

are proposed to smooth the spectrum. On the other hand, antipodal modulation

TABLE 4.2 M-ary Data Mapping Formats and SER Performances

M-ary b
(k)
b j=Nsc

da
(k)
b j=Nsc

SER

M-ary

PPM

1 mTc, m ¼ 0, 1, . . . , (M � 1)
1
ffiffiffiffi
2p
p

ðþ1

�1

{1� ½1�Q(x)�M�1g:

e
�(x�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2cNsAEp=N0

p
)2

2 dx,

c ¼ log2 M

M-ary

PAM

2m� 1�M

m ¼ 1, 2, . . . , M

0 2(M � 1)

M
Q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
6cNsAEpav

(M2 � 1)N0

s !
,

Epav ¼
(M2 � 1)Ep

3
,

c ¼ log2 M
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schemes (BPSK and M-ary PAM) inherently offer a smooth PSD due to random

polarities of the modulated pulses. In Table 4.3, power spectral densities of different

data mapping formats are summarized [24], where V(f ) denotes the Fourier trans-

form of vtr(t), dD() is the Dirac delta function, and s2
a,em2

a are the variance and

mean of the weight sequence, respectively (uniform pulse spacing in TH-UWB is

assumed with no polarity randomization).

Pulse shaping and design of the TH sequences also plays a crucial role in meeting

with regulatory requirements, and avoiding interference from other narrowband

technologies. Although other appropriate pulse shaping approaches that fully

exploit the FCC spectral mask are possible [31], derivatives of Gaussian pulse are

commonly used due to their practicality, where the central UWB frequency

increases with derivative order [32, 33]. In order to meet with FCC requirements,

the fifth derivative of the Gaussian pulse is commonly reported in the USA. By

appropriately shaping the pulses, or appropriately designing the TH sequences

[34, 35], one can also place a notch in the interferer’s spectrum to minimize the

degradation on the UWB devices.

Data mapping or modulation takes place at transmitter at the expense of certain

hardware components. Conversely, demodulation at the receiver requires additional

components. Hardware complexity influences the choice of data modulation

schemes and is discussed in the next section.

4.5 DATA MAPPING AND TRANSCEIVER COMPLEXITY

The performance of a modulation scheme also depends on implementation under

practical conditions. The level of hardware implementation and computational com-

plexity plays an important role in determining which modulation to use in what

application. Noncoherent demodulation, such as envelope detection or square-law

detection, is commonly used to decrease the complexity [24] and cost [36] of the

receivers. Therefore, if the transceiver complexity and cost are the primary con-

cerns, a scheme that enables noncoherent demodulation (OOK, positive PAM,

PPM, and M-ary PPM) can be considered. On the other hand, BPSK and M-ary

PAM require coherent demodulation since the information is embedded in the

TABLE 4.3 Power Spectral Densities of Various UWB

Modulations

Modulation Power Spectral Density

PAM
s2

a

Tf

jV( f )j2 þ
m2

a

T2
f
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� j
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�
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j
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1

Tf
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polarities of the pulses. The number of cross-correlators is another issue that

increases the receiver complexity, and M-ary orthogonal schemes must be carefully

designed considering the complexity/performance tradeoff.

Discussion of transceiver complexity opens a door for other practical conditions

or parameters that play as essential role in wireless channel and are important deter-

mining factor for right modulation for right application.

4.6 MODULATION PERFORMANCES IN PRACTICAL CONDITIONS

The performance of different data mapping schemes can be affected differently in

practical scenarios. In this section, we will address the effects of multipath and mul-

tiuser interference on various data modulation schemes. Also, the effect of timing

jitter (or finger estimation error) on different data mapping formats will be discussed.

4.6.1 Effects of Multipath

Due to reflection, diffraction, and scattering effects, the transmitted signal arrives at

the receiver through multiple paths with different delays. In narrowband systems,

most of the multipath components arrive within the symbol duration, and therefore

the receiver observes as if there was a single multipath component which has an

extremely large fading margin. The time resolution of UWB systems allows the

receiver to observe the individual multipath components, and makes it possible to

collect the energy using rake receivers. A commonly used double-exponential

channel model for UWB systems is developed in [37], and the channel impulse

response is given by

h(t) ¼ X
X

l�0

X

k�0

al,kdD(t � Tl � tl,k), (4:7)

where X is a log–normal random variable to model shadowing, and ak,l are the tap

gains for the kth tap in the lth cluster. The delays Tl and tk,l are the delays of the first

multipath component of a cluster, and the relative delays of the multipath com-

ponents within the cluster, respectively, both of which are conditionally exponen-

tially distributed.

By using rake receivers, it is possible to collect the energy at the delayed taps.

All-rake (ARake), selective-rake (SRake), or partial-rake (PRake) receivers are all

feasible approaches to collect all, strongest, or first arriving resolvable multipath

components, respectively [38]. Optimal combining of the multipath components

in white noise is achieved by maximal ratio combining (MRC), where the finger

weights are designed based on the channel tap weights to maximize the output

SNR. Minimum mean square error (MMSE) combining of the taps yields optimal

performance in correlated channels, however requires the computation/estimation

of the correlation matrix over various multipath components. A reduced complexity
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combining technique that does not require either the estimates of the fading ampli-

tudes or the correlation matrix is equal gain combining (EGC), where all the multi-

path components are weighted equally. Unlike MRC or MMSE, EGC can be used

with noncoherent modulation schemes, such as OOK and orthogonal PPM with

noncoherent detection.

If the spacing between certain multipath components in Equation (4.7) is smaller

than the pulse duration Tc, this yields inter-pulse interference, and multipath com-

ponents start acting as data modulation [39, 40]. This effect is more pronounced

for PPM than BPSK, as the effective duration spanned by PPM signals is twice

that of BPSK signals. Computer simulations are performed to observe the data

modulation and inter-pulse interference effects in both data mapping formats. The

channel model CM1 of [37] is used, 50000 realizations of the channel are generated,

the channel impulse responses are truncated into 60 ns, and the average BER

performance is evaluated. The pulse Tc is taken as 0.8 ns, yielding inter-pulse inter-

ference between various multipath components. An ARake receiver and SRake recei-

vers with 1, 3, and 10 fingers are employed for both modulation formats to capture

the energy. In Figures 4.13 and 4.14, it is observed that (as discussed in previous

sections) there is a 3 dB performance difference between the ideal performance of

BPSK and PPM. However, when a single correlator is used, this performance differ-

ence can be as large as 4 dB, due to the fact that the data modulation effect can be

more catastrophic for PPM. Also note that in both data mapping formats, due to the

inter-pulse interference effects, there exists a break point where increasing the SNR

begins to yield somewhat linear decrease in the BER, rather than the waterfall-like

Figure 4.13 Performance of BPSK in CM1 with various numbers of rake fingers.

94 UWB MODULATION OPTIONS



decrease. Due to the same effect, in both figures, we notice that it is not possible to

reach ideal performance even if ARake receivers are used.

4.6.2 Effects of Multiple Access Interference

The composite signal from Nu asynchronous users arriving at the receiver is given by

rmai(t) ¼
XNu

c¼1

s(c)(t � tc)þ n(t), (4:8)

where tc is the random delay of the c th user. Once this signal is sampled at the

desired user’s receiver, the matched filter output is given by (considering initially

BPSK modulation)

Y ¼ b(j)

ffiffiffiffiffiffiffiffiffiffiffiffi
E

(j)
b Ns

q
þM þ N, (4:9)

where j refers to the desired user, b(j) is the desired users’s symbol, N � N (0, s 2) is

the output noise and M is the total MAI, which is the sum of interference terms from

the interfering users:

M ¼
XNu

k¼1,k=j

Mk, (4:10)

Figure 4.14 Performance of PPM in CM1 with various numbers of rake fingers.
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where Mk is the MAI from user k and Nu is the total number of users. Similar to the

approach in [41], when random polarity codes are used for each pulse, we can

approximate the MAI from user k by the following Gaussian random variable,

when the number of pulses per information symbol for user j, Ns, is large:

Mk � N 0,
E(k)

rp

Nh

 !
, (4:11)

where E(k)
rp is the energy of a received pulse from user k. Then, we can express the

signal to interference plus noise ratio (SINR) of the system for user j as

SINR �
NsE

(j)
rp

s2
n þ

1
Nh

PNu
k=j
k¼1

E(k)
rp

, (4:12)

which can be directly inserted into Q(.) as Q(
p

SINR) to evaluate the BER for

BPSK. Similar approaches can be repeated to calculate BER as Q½
p

(SINR=2)�

for PPM (due to doubled noise effects in both pulse positions [1]).

To demonstrate the performance differences of different modulation schemes

(orthogonal PPM, BPSK) in such an asynchronous multiuser environment, we

have done simple computer simulations, and compared them with the theoretical

expressions. The parameters are selected as Ns ¼ 1, Tc ¼ 0:8 ns, SNR ¼ 7 dB,

Nu ¼ 100, and Tf ¼ 20Tc. Time delays tc of each user are selected randomly

between 0 and 19Tc as multiples of pulse duration Tc. It is observed from Figure 4.15

that BPSK outperforms other data mapping formats for all numbers of users. Also,

Gaussian approximation is seen to show some deviation for small numbers of users,

while showing a good agreement when the number of users is large.

4.6.3 Effects of Timing Jitter and Finger Estimation Error

Accurate synchronization is extremely important for UWB communication systems

due to extremely short duration pulses employed. The reasons for timing errors in

UWB systems include timing jitter (which can be due to transceiver clock instabil-

ities), and finger estimation error. While the timing jitter is typically on the order of

10 ps with the current transistor technology and is usually modeled by a Gaussian or

uniform distribution [42, 43], distribution of finger estimation error depends on the

pulse shape and the noise power [42], but may as well be modeled via uniform dis-

tribution for analytical tractability [44].

Timing mismatches between the correlator template and the received signal can

result in serious degradations in the BER. Given a fixed amount of mismatch ej

between the correlator template and the received signal, the SNR degradation is a

function of the normalized pulse correlation function, and will be different for differ-

ent data mapping formats. The BER performances of four different modulation

formats for a fixed timing misalignment are presented in Table 4.4, and are depicted

in Figure 4.16 for SNR ¼ 10 dB. It is observed that the degradations in BPSK and

PPM are similar, while OOK performs worse for large jitter. BER equation in
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Table 4.4 for OOK implies that timing jitter does not affect the false alarm rate, but

increases the missed detection rate, yielding biased decisions towards zero. The

problem will be more pronounced in M-ary PAM, which also uses threshold detec-

tion. Note that, since the value of the normalized autocorrelation function R(ej) in

Equation (4.4) will be unity at ej ¼ 0, the performances in Table 4.4 boil down to

the ideal performances in Table 4.1 under perfect synchronization.

Timing jitter becomes a serious problem for multiband schemes as well, since the

autocorrelation functions of the pulses used in higher-order bands decay much faster

than the autocorrelation function of the monopulse. In order to see the effect of

timing jitter, a sample multiband scheme is constructed by dividing the 3.1–10.6

Figure 4.15 Theoretical and simulated performance of different modulation schemes in an

asynchronous multiuser channel.

TABLE 4.4 BER Performances Under Timing Misalignment

Modulation BER

Orthogonal PPM Q
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Ep

N0

R2(ej)

r� �

Optimum PPM Q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ep

N0

½R(ej)� R(d� ej)�
2

R(0)� R(d)

s0

@

1

A

BPSK Q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Ep

N0

R2(ej)

r !

OOK
1

2
Q

ffiffiffiffiffiffi
Ep

N0

r� �
þ Q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ep

N0

½2R(ej)� 1�2
r� �� �

4.6 MODULATION PERFORMANCES IN PRACTICAL CONDITIONS 97



GHz band into 10 bands of 750 MHz each. The autocorrelation functions of the

pulse used in band 1 (3.1–3.85 GHz) of the multiband scheme and the pulse in

Equation (4.3), which is used in the standard UWB scheme, are compared in

Figure 4.17. It is seen that, since the central frequencies of both systems are

Figure 4.16 Effect of timing jitter on BER performances (SNR ¼ 10 dB).

Figure 4.17 Comparison of autocorrelation functions of monopulse derivative and pulse

used in band 1 of multiband, and comparison of the autocorrelations of the pulses used in

all bands.
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close, similar degradation will be observed. Figure 4.17 also compares the autocor-

relation functions of the pulses used in different bands of the multiband scheme with

respect to the fixed timing jitter value that ranges from 0 to 70 ps. It is observed that

degradation due to timing jitter when using the multiband scheme is worse for higher

order bands.

A similar analysis can be repeated for UWB schemes that employ modified

Hermite polynomial-based pulses. Using these polynomials, it is possible to construct

a new pulse that is orthogonal to the previous pulses by using certain transformations.

Such higher-order pulses have larger number of zero crossings and their autocorrela-

tion functions decay faster, implying less robustness against timing jitter [45].

4.7 CONCLUSION

UWB signal modulation remains a challenge in current and future wireless com-

munication systems and is subject to ongoing research to achieve the best suitable

modulation option for UWB systems. In this chapter, several popular UWB modu-

lation options have been presented and compared in terms of the BER, spectral

characteristics, and transceiver complexities. Effects of multipath, multiple

access, narrowband interference, and timing jitter are analyzed and verified by simu-

lation. It is shown that PPM performance degrades in multipath and multi-user

environments since symbols occupy larger time durations. Compared with other

modulations, OOK and M-ary PAM are more susceptible against timing jitter.

Although a multiband scheme provides interference mitigation and flexibility of

data rate, it is more susceptible to timing jitter, especially at the higher frequency

bands. In summary, BPSK is preferred for its high power efficiency and smooth

spectrum; OOK for its simple transceiver structure; M-ary PPM for its improved

power efficiency; and M-ary PAM for higher data rates. In terms of coexistence

with the other narrowband wireless technologies, BPSK modulation is the best

choice since the spectral lines in the power spectral density of the signal are

suppressed. If other modulation schemes are to be used, pulse dithering is required

to smooth the spectrum. It is also possible to place a notch at the interferer

frequency [34].
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&CHAPTER 5

Ultra Wideband Pulse Shaper Design

ZHI TIAN, TIMOTHY N. DAVIDSON, XILIANG LUO,
XIANREN WU and GEORGIOS B. GIANNAKIS

5.1 INTRODUCTION

With the release of the U.S. FCC spectral masks in 2002 [7], UWB technology has

attracted great interest as a means of wresting additional capacity from the already

heavily utilized store of wireless bandwidth. The scarcity of bandwidth resources

coupled with the capability of UWB radios to overlay existing systems, welcomes

UWB connectivity for short-range, high-data-rate wireless indoor pico-nets and

potentially for low-power wireless sensor networks outdoors [21, 32]. However,

the benefits of UWB signaling may be offset by the interference to and from existing

systems operating over the same frequency bands. For spectrum overlay control, the

FCC regulations imposed spectral masks that strictly constrain the transmission

power of a UWB signal to be well below the noise floor in all bands. The spectrum

of a transmitted signal is influenced by the modulation format, the multiple access

scheme, and most critically by the spectral shape of the underlying UWB pulse.

The choice of the pulse shape is thus a key design decision in UWB systems,

with the following design objectives to fulfill:

1. Efficient Spectral Utilization—the transmission reliability of a UWB system is

determined by the received signal-to-noise ratio (SNR). Given the stringent

transmission power limitations, maximization of the received SNR requires

efficient utilization of the bandwidth and power allowed by the FCC masks.

2. Flexible Interference Avoidance—to avoid interference to (and from)

co-existing narrowband systems, the corresponding frequency bands must

be avoided. The avoidance mechanism should allow for sufficient flexibility

to adapt to the changing nature of co-existing services in terms of their

number and center frequencies, and to accommodate the spectrum regulations

in different countries as well.
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3. Multiple Orthogonal Pulses—as an alternative to conventional time-hopping

or direct-sequence techniques, UWB multiple access can be accomplished via

multiple orthogonal pulse shapes. These orthogonal pulses can be nonoverlap-

ping in frequency, as in multiband systems, or can even have overlapping

spectra for high-rate multiple access with large diversity gain.

4. Convenient Implementation—the pulse shape design must consider the

implementation challenges imposed by the ultrawide bandwidth, and the

extent to which the design can be readily implemented using off-the-shelf

hardware components. In addition, the design problems ought to be formu-

lated in a manner that enables the application of reliable and efficient solution

algorithms that require little or no interaction with the designer.

To design pulse shapers with desirable spectral properties, two approaches can

be readily employed: carrier modulation and/or baseband analog/digital filtering

of the baseband pulse shaper. The former relies on local sinusoidal oscillators at

the UWB transmitter and receiver, which are prone to mismatch and can give rise

to carrier frequency offset/jitter (CFO/CFJ). Current multiband UWB access pro-

posals consider this approach to facilitate flexible and scalable spectrum use [15],

but multiple CFO/CFJs emerge in the presence of frequency hopping (FH). UWB

impulse radio, on the other hand, is a carrierless system that is built around base-

band transceivers in order to reduce implementation cost and complexity. Unfor-

tunately, the widely adopted baseband Gaussian monocycle pulse [22, 27] exhibits

a poor fit to the FCC spectral masks and thus is not desirable for practical usage.

This motivates alternative approaches for obtaining a pulse shape that satisfies the

FCC masks. Although passing the (Gaussian) pulse through a baseband analog

filter can re-shape the pulse without introducing CFO/CFJ, it is well known

that analog filters of ultra wide bandwidth are quite expensive to produce and

are not as flexible when compared with digital filters, which are accurate,

highly linear, and perfectly repeatable. One approach to the design of digital

pulse shapers that comply with the FCC spectral masks is to employ prolate

spheroidal wave functions to generate pulses from the dominant eigenvectors of

a channel matrix that is constructed by sampling the spectral mask [6, 18, 33].

Pulses generated from different eigenvectors are mutually orthogonal, but

require a high sampling rate that could lead to implementation difficulties.

Other pulse shaping methods include exploiting the properties of Hermite orthog-

onal polynomials [9], and fine-tuning higher-order derivatives of the Gaussian

pulse [24], the latter of which is not flexible in fitting FCC spectral mask

changes as well as other regional regulations. All these pulses do not achieve

optimal spectral utilization. For flexible pulse shaping and convenient use of

off-the-shelf hardware components, digital FIR filter design solutions may be

more appropriate [12, 30, 32].

In this chapter, we will address the UWB pulse design issue by putting forward

optimal design methodologies for waveforms synthesized by a digital FIR filter. A

convenient basis pulse, such as the Gaussian monocycle, is used as the building

block. Prior to modulating this basis pulse, the channel symbols are passed
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through a linear FIR prefilter, whose filter tap coefficients are carefully designed to

generate the desirable synthesized pulse. Section 5.2 describes the spectral pro-

perties of the transmitted UWB signal and discusses the pulse design objectives.

Section 5.3 introduces the FIR filter structure for UWB waveform synthesis.

Section 5.4 focuses on single pulse designs, where the conventional Parks–

McClellan algorithm [13] is briefly discussed, followed by derivations of optimal

convex formulations of the pulse design problem that generate pulses with

maximum spectral utilization under the spectral mask constraints. Multiple orthog-

onal pulse design is addressed via a sequential design strategy in Section 5.5. Design

examples are provided in Section 5.6 for single-band, multiband and orthogonal

pulses with overlapping spectra, along with comparisons of the spectral utilization

efficiency of various pulses, and evaluation of the system-level impact of pulse

shape design in terms of BER performance and robustness to narrowband interfer-

ence. Concluding remarks are provided in Section 5.7.

5.2 TRANSMIT SPECTRUM AND PULSE SHAPER

In a UWB impulse radio system, each information symbol is conveyed over a

train of Nf repeated basic pulses, with one pulse per frame of duration Tf correspond-

ing to a pulse repetition frequency (PRF) of 1=Tf . Each unit-energy pulse p(t)

has an ultra short duration Tp(Tp � Tf ) at the nanosecond scale, and hence

occupies an ultra wide bandwidth. The equivalent symbol signature waveform

is ps(t) :¼
PNf�1

n¼0 p(t � cnTc � nTf ), and has symbol duration Ts :¼ NfTf , where

the sequence {cn}Nf�1

n¼0 represents the user-specific pseudo-random time-hopping

(TH) code with cnTc , Tf , 8n [ ½0, Nf � 1�. Let bk [ {+1} be independent and

identically distributed (i.i.d.) binary data symbols with energy Es spread over Nf

frames. When pulse amplitude modulation (PAM) is used, the transmitted PAM

UWB waveform is given by:

u(t) ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
Es=Nf

p X

k

bk ps(t � kTs): (5:1)

The power spectral density (PSD) of u(t) is then given by

Fuu( f ) ¼
Es

Nf

�
1

Ts

jPs( f )j2, (5:2)

where Ps( f ) is the Fourier transform (FT) of ps(t), and depends on both p(t) and the

TH code {cn}
Nf�1

n¼0 . Specifically, Ps( f ) can be expressed as

Ps( f ) ¼ P( f )
XNf�1

n¼0

e�j2pfnTf e�j2pfcnTc , (5:3)

where P( f ) is the FT of p(t). When the TH code {cn}
Nf�1
n¼0 is independent and

uniformly distributed over ½0, Nc � 1� with integer values, Fuu( f ) can be
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approximated as [26]:

Fuu( f ) � ajP( f )j2, (5:4)

where a ¼ Es=Tf is a constant that depends on the frame interval and the energy per

symbol. A similar result is also derived in [12] for pulse position modulation (PPM)

UWB waveforms. In general, the spectral shape of a UWB signal is influenced

by the modulation format, the multiple access scheme and the pulse shape. For

radios operating above 960 MHz, there is a limit on the peak emission level

contained within a 50 MHz bandwidth centered on the peak frequency fM , at

which the highest radiated emission occurs. UWB emissions are average-limited

for PRFs greater than 1 MHz and peak-limited for PRFs below 1 MHz [17]. It is con-

venient to use a zero mean information stream (as in PAM) to control the spectral

characteristics of the modulated signal. For combinations of nonequiprobable

systems and nonantipodal modulation schemes such as PPM, spectral spikes may

appear every 1=Ts Hz, which can be quite dense within the pulse bandwidth deter-

mined by 1=Tp. Spectral lines can be reduced in number to every 1=Tc Hz when

symbol-periodic random TH is employed, and eliminated by pulse polarity rando-

mization strategies [16]. Even though spectral spikes are undesirable in military

applications for low probability of detection/interception (LPD/LPI) concerns,

the severity of interference from UWB transmissions to legacy systems depends

on the average power, which is nevertheless small after averaging the power of

spectral lines over the resolution bandwidth. In a nutshell, a UWB transmitter can

be treated as a linear amplifier of the pulse shaper p(t), as in Equation (5.4).

Hence, the UWB pulse design problem is equivalent to designing the basic pulse

p(t) to meet the prescribed system specifications.

In order for Fuu( f ) to satisfy the FCC regulatory requirements, the power

spectrum of the UWB pulse p(t) must satisfy jP( f )j2 � SFCC( f ), where SFCC( f ) is

a version of the regulatory mask normalized by a scalar 1=a; cf. Equation (5.4).

The U.S. FCC First Order and Report (R&O) defined three spectral masks for

imaging systems, communication and measurement systems, and vehicular radar

systems, respectively. In particular, the bandwidth and spectral mask assigned for

indoor communications is illustrated in Figure 5.1. We observe that most of the

UWB signal power should be allocated to the band 3.1–10.6 GHz, while consider-

able attenuation is imposed in other regions of the spectrum to avoid interference to

legacy narrowband systems, especially for frequencies up to 3.1 GHz. Accordingly,

we define F p:¼ { f j f [ ½3:1, 10:6�GHz} as the UWB passband. In practice, one

typically imposes a tighter mask, say S( f ), on jP( f )j2 in the design phase, that is,

Sp( f ) ¼ jP( f )j2 � S( f ), (5:5)

where S( f ) � SFCC( f ) for all f. A tighter mask is needed not only to provide stron-

ger interference mitigation to a frequency band of concern, but also to ensure that the

regulatory mask is satisfied in practical implementations. For example, the spectrum
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from 0.96 GHz to 3.1 GHz hosts GPS and 802.11.b/g bands, which prompts us to

consider a tighter mask ST( f ) over this spectrum, shown by the dotted line in

Figure 5.1. Enforcing the tighter mask also allows some margin for “spectral

re-growth” due to nonlinearities in the transmitter.

The goal of UWB pulse shape design is to find a waveform p(t) that has high

spectral utilization efficiency, while at the same time complying with the spectral

mask S( f ). The spectral utilization efficiency can be measured in terms of the nor-

malized effective signal power (NESP), which is the ratio of the power transmitted

in the designated passband F p of the spectral mask over the total power that

is permissible under the given mask. For any F p, the NESP is defined as
�c ¼

Ð
F p

Sp( f ) df=
Ð
F p

S( f ) df . Because S( f ) is independent of our design parameters,

maximizingc is equivalent to maximizing

c ¼

ð

F p

Sp( f ) df : (5:6)

To motivate the need for efficient UWB pulse shaper design, we first consider the

Gaussian monocycle, which is straightforward to produce over a large bandwidth by

baseband antennas [11]. Due to the derivative characteristics of the antenna, when a

Gaussian pulse x(t) ¼ ½A=(
ffiffiffiffi
p
p

t)�e�t2=t 2

is transmitted, the output of the transmitter

antenna can be modeled by the first derivative of the Gaussian pulse in the form

x(1)(t) ¼ �½2At=(
ffiffiffiffi
p
p

t3)�e�t2=t 2

, where the superscript (n) denotes the nth derivative.

The amplitude spectrum of the nth derivative of a Gaussian pulse is [16]

jXn( f )j ¼ A(2pf )ne�(pf t)2

: (5:7)

Figure 5.1 FCC spectral mask for indoor communications.
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The peak of this spectrum is located at frequency fM ¼
ffiffiffi
n
p
=(

ffiffiffi
2
p

pt) and has a value

jXn( f M)j ¼ A(
ffiffiffiffiffi
2n
p

=t)ne�n=2. For the first derivative of the Gaussian pulse (n ¼ 1),

the pulse width that contains 99.99% of the total pulse energy is well approximated

by Tx � 4:95t.

Consider the Gaussian monocycle x(1)(t) of width Tx ¼ 0:1626 ns (t ¼ 32:9 ps)

at the transmitter antenna output, which corresponds to a peak frequency of

fM ¼ 6.85 GHz. We can scale the amplitude A to generate three system designs,

as illustrated in Figure 5.2: System 1 complies with the FCC mask only in the

UWB passband, system 2 has the largest possible amplitude under the FCC mask

constraint, while system 3 complies with the tighter mask. It is clear that system 1

violates the FCC mask in the stopbands, whereas systems 2 and 3 comply with

their respective spectral masks at the expense of very low spectrum utilization.

As a result, the Gaussian monocycle might not be a wise choice for UWB

systems and judicious pulse design is needed for better UWB spectrum utilization.

In the remainder of this chapter, we discuss several candidate design techniques and

the implementation of the resulting pulses.

5.3 FIR DIGITAL PULSE DESIGN

A convenient method for synthesizing a pulse shape is to take a linear combination

of delayed versions of a “basis” pulse, q(t). We will take this approach, and will

Figure 5.2 Power spectrum of the Gaussian pulse.
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consider pulses of the form [12, 32]:

p(t) ¼
XL�1

k¼0

g½k�q(t � kT0), (5:8)

where T0 is the delay interval, and the set {g½k�}L�1
k¼0 contains the L (real) coefficients

that are to be designed. Natural choices for q(t) include the widely promoted

Gaussian monocycle x(1)(t) and the sinc pulse. If we view the design parameters

{g½k�} as the tap coefficients of an L-tap FIR filter, our approach to shaping the wave-

form p(t) reduces to FIR linear prefiltering, as illustrated in Figure 5.3; see also [12].

In order to succinctly express our design strategies for the set {g½k�}, we let Tq

denote the duration of q(t) and let Q( f ) denote the Fourier transform of q(t).

Since T0 corresponds to the sampling interval in the FIR filter, the clock rate of

the transmitter is F0 :¼ 1=T0. The duration of the synthesized pulse is Tp ¼

(L� 1)T0 þ Tq. For notational convenience, we will sometimes stack the impulse

response of g½k� into a vector g :¼ ½g½0�, g½1�, . . . , g½L� 1��T, where (�)T denotes

the transpose. Similarly, the autocorrelation of g½k�, namely r½m� ¼
P

k g½k� �

g½k þ m�, will sometimes be represented by ~r ¼ ½r½0�, r½1�, . . . , r½L� 1��T. To con-

cisely describe the frequency components of an L-tap discrete-time FIR filter,

we define

v( f , L) :¼ ½1, e j2pfT0 , e j2pf 2T0 , . . . , e j2pf (L�1)T0 �
T, (5:9)

~v( f , L):¼ ½1, 2 cos(2pfT0), 2 cos(2pf 2T0), . . . , 2 cos(2pf (L� 1)T0)�T, (5:10)

where v( f , L) and ~v( f , L) form the basis of complex-phase and linear-phase com-

ponents, respectively. Consequently, the frequency response of g½k� can be written

as G(e j2p f T0 ) ¼
PL�1

k¼0 g½k�e�j2p f kT0 ¼ vH( f , L)g, where (�)H denotes the conjugate

transpose. As a special case, when linear phase filters are of interest for their

reduced storage requirements in implementation, g½k� becomes symmetric, and

the filter length is reduced to ~L ¼ (L� 1)=2 (assuming L is odd). In this case,

G(e j2p f T0 ) ¼ e�j2p f T0
~L ~vT( f , ~Lþ 1)~g, where ~g :¼ ½g½ ~L�, g½ ~Lþ 1�, . . . , g½L� 1��T.

The key property of the synthesized pulse is its power spectrum Sp( f ) :¼ jP( f )j2.

For pulses of the form in Equation (5.8), Sp( f ) ¼ Sq( f )Sg( f ), where Sq( f ) ¼

jQ( f )j2 is the power spectrum of q(t), and Sg( f ) ¼ jG(e j2p f T0 )j2. The spectral util-

ization factor c defined in Equation (5.6) can therefore be written as a convex

Figure 5.3 DSP-based UWB pulse design.
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quadratic function of the filter coefficients g½k�:

c ¼

ð

F p

Sp( f ) df ¼ gTQg, (5:11)

where Q ¼
Ð
F p

Sq( f )v( f , L)vH( f , L) df . If Sq( f ) has a sufficiently simple analytic

form over the passband, then Q can be calculated analytically; for example, when

Sq( f ) is constant over the passband. In other cases, Q can be computed numerically,

even when we only know samples of Sq( f ) rather than its functional form.

As the design parameters in our approach are the filter coefficients, g½k�, it will be

convenient to express the spectral mask constraint in Equation (5.5) as an explicit

constraint on those coefficients. To do so, we define the scaled mask

�M( f ) ¼
S( f )=Sq( f ) if Sq( f ) . 0,

þ1 if Sq( f ) ¼ 0,

�
(5:12)

and observe that the spectral mask constraint Sp( f ) � S( f ) is equivalent to

Sg( f ) � �M( f ) for all f : (5:13)

One can uniquely control Sg( f ) only over the domain f [ ½0,1=(2T0)�, as outside this

domain G(e jp f T0 ) is replicated periodically. By defining M( f ) ¼ minn[Z
�M( f þ

n=T0) over the domain f [ ½0,1=(2T0)�,1 the spectral mask constraint can be equiva-

lently written as

ffiffiffiffiffiffiffiffiffiffiffi
Sg( f )

p
¼ jG(e j2p f T0 )j �

ffiffiffiffiffiffiffiffiffiffiffi
M( f )

p
for all [ ½0,1=(2T0)�: (5:14)

Now that we have established the pulse shaping architecture, we will explore

various methods for the design of the coefficients, g½k�, of the FIR filter. Instead

of designing analog pulses with spectra P( f ) satisfying the prescribed mask S( f ),

we will design digital filters with coefficients g½k� that satisfy Equation (5.14).

5.4 OPTIMAL UWB SINGLE PULSE DESIGN

The goal of a single pulse design scheme is to find filter coefficients g½k� such that the

synthesized waveform p(t) maximizes the spectral utilization efficiency c, while

complying with the spectral mask S( f ). Before introducing the optimal designs,

let us first consider a classical FIR filter design.

5.4.1 Parks–McClellan Algorithm

The Parks–McClellan (PM) algorithm [13], is one of the “workhorses” of digital

filter design, and hence it is a natural candidate for the design of the pulse

1In many cases we will have M( f ) ¼ �M( f ) for all f [ ½0,1=(2T0)�.
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shaping filter [12]. The objective of the resulting design method is to find an ~L-tap

linear phase FIR filter with coefficients ~g so that the magnitude spectrum

jeG(e j2p f T0 )j approximates the mask function
ffiffiffiffiffiffiffiffiffiffiffi
M( f )
p

, f [ ½0,1=(2T0)�. This design

problem can be phrased as:

Given a set of frequency bands, {F si
}Ns

i¼1, known as stop bands, which are separ-

ated from F p by so-called transition bands, find a linear phase filter which achieves

min
~g
�max max

f [F p

ffiffiffiffiffiffiffiffiffiffiffi
�M( f )

q
� d�eG(e j2p fT0 )

����

����, hi max
f [F si

jeG(e j2p fT0 )j

� �Ns

i¼1

(5:15)

where d is a small positive constant to account for “ripples” in the pass band, and

{hi} is a set of weights.

This problem turns out to be a Chebyshev approximation problem with a desired

frequency response
ffiffiffiffiffiffiffiffiffiffiffi
M( f )
p

, and can be solved using numerical tools for the conven-

tional PM algorithm [13].

The PM design method facilitates good approximations of the FCC spectral mask

in a minimax sense, but poses several challenges for UWB pulse design. First, it

does not directly optimize the spectral utilization of the pulse. [Spectral utilization

involves approximation in an energy sense, rather than the minimax sense in

Equation (5.15).] Second, the PM algorithm results in a filter with a power spectrum

that approximates the spectral mask, but might not lie strictly below the mask.

In other words, the equiripple nature of the PM filter may result in the mask

being violated. In order to ensure mask compatibility, the stopbands {F si
}, the

ripple tolerance d, and the weights {hi} must be carefully selected. The search for

appropriate values of these parameters may require repeatedly solving Equation

(5.15) with different parameter values in an interactive trial-and-error fashion,

until an acceptable waveform is found. In most situations, the requirement of inter-

action is undesirable, and hence there is a need for optimal FIR filter design tech-

niques that generate pulses with globally maximum spectral utilization and

guaranteed compliance to the spectral mask, without having to interactively

search for suitable design parameter values. One such method is provided in the

next section.

5.4.2 Optimal UWB Pulse Design via Direct Maximization of NESP

The direct statement of our optimal pulse shaper design problem is as follows.

Problem 1: Given L, T0, Sq( f ) and S( f ), find a filter g½k� of length L that maximizes

c, subject to the spectral mask constraint Sp( f ) � S( f ) for all f.

In this section, we will analyze this problem and will provide a computationally

efficient method for obtaining a globally optimal solution. We begin by establishing

a more explicit formulation of the mask constraint in Equation (5.14). We define

A( f ) ¼ ½Reðv( f , L)Þ, � Imðv( f , L)Þ�T, where Re(.) and Im(.) denote the real and
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imaginary parts, respectively. By recognizing that
ffiffiffiffiffiffiffiffiffiffiffi
Sg( f )

p
¼ kA( f )gk2, Problem 1

can be formulated as

max
g

c ¼ gTQg (5:16a)

s.t. kA( f )gk2 �
ffiffiffiffiffiffiffiffiffiffiffi
M( f )

p
for all f [ ½0,1=(2T0)�: (5:16b)

The feasible set in Equation (5.16) is defined by the intersection of an infinite

number of second-order cone constraints on linear transformations of g, one for

each f; cf. Equation (5.16b). Hence, it is convex [4]. However, Equation (5.16b)

defines an infinite number of constraints, that must be rendered finite. One way to

approximate Equation (5.16b) is to sample it uniformly in frequency, and replace it by

kA( f n)gk2 �
ffiffiffiffiffiffiffiffiffiffiffiffiffi
M( f n)

p
� eNd

for all fn [ FNd :¼ {n=(2NdT0)}Nd

n¼0, (5:17)

where eNd
� 0, and Nd is typically chosen to be in the order of 15 L [28].

Unfortunately, the objective in Equation (5.16) is a convex quadratic function of

g, and since it is to be maximized under cone constraints, Equation (5.16) is a

nonconvex optimization problem. Therefore, any algorithm for the solution of

Equation (5.16) must be able to deal with the intricacies of locally optimal solutions,

including the choice of termination criteria, and the number and nature of the “start-

ing points.” As a result, the algorithms that are typically used to solve a problem

of the form in Equation (5.16) involve a certain amount of interaction with the

designer. (Alternative algorithms that do not require significant interaction tend to

be computationally expensive.)

An observation that essentially removes the need for the designer to interact with

the solution algorithm is that both the objective and the constraints in Equation

(5.16) are linear functions of the autocorrelation of g. In particular, c ¼ cT ~r,

where c ¼
Ð
F p

Sq( f )~v( f , L) df and kA( f )gk22 ¼ ~vT( f , L)~r. Therefore, Problem 1

can be reformulated as the following convex optimization problem in the autocorre-

lation of the filter:

max
~r

c ¼ cT ~r (5:18a)

s.t. ~vT( f , L)~r � M( f ) for all f [ ½0, 1=(2T0)�, (5:18b)

~vT( f , L)~r � 0 for all f [ ½0,1=(2T0)�: (5:18c)

This problem is a semi-infinite linear program (SILP, e.g., [14]) in which there are

two constraints for each f. The additional linear constraint set in Equation (5.18c) is a

necessary and sufficient condition for ~r to represent a valid autocorrelation

sequence. The semi-infinite constraints can be discretized to form a finite linear

program, from which a globally optimal solution can be efficiently found [14,

17], without significant interaction with the designer. While that solution is an
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approximation to the true solution, discretization strategies exist that ensure that this

approximation is a good one; for example, the direct analogy of Equation (5.17)

above. (As an alternative to discretization, the constraints in Equation (5.18b) and

(5.18c) can be precisely enforced using linear equality constraints on certain positive

semi definite auxiliary matrix variables [2, 5].) Once the optimal autocorrelation

has been found, an optimal filter g½k� can be found via spectral factorization; for

example, [10, 28].

5.4.3 Constrained Frequency Response Approximation

An alternative to directly maximizing the NESP is to take an indirect approach in

which the objective is to keep the pulse frequency response P( f ) ¼

Q( f )G(e j2p f T0 ) as close to a desired response e ju (d)( f )
ffiffiffiffiffiffiffiffiffi
S( f )
p

as possible over the

specified passband, where the power spectrum of the desired response is the spectral

mask S( f ), and u (d)( f ) is a phase component that can be chosen by the designer.

Note that the phase component does not affect Sp( f ), but becomes relevant when

designing P( f ). The indirect approach will be useful in extending the pulse

design methodology to the case of multiple orthogonal pulses.

To formalize the notion of closeness between two frequency responses, we will

use functional norms of the form

f‘ :¼ e ju (d)( f )
ffiffiffiffiffiffiffiffiffi
S( f )

p
� Q( f )G(e j2p f T0 )

���
���
L‘(F p)

, (5:19)

where

kX( f )kL‘(F p) ¼

ð

F p

jX( f )j‘ df

 !1=‘

for 1 � ‘ , 1,

max f [F p
jX( f )j for ‘ ¼ 1:

8
><

>:

The approximation error in Equation (5.19) involves both magnitude and phase

components of the frequency response. We now formalize the problem.

Problem 2: Given ‘, L, T0, S( f ), u (d)( f ) and Q( f ), find a filter g½k� of length L that

achieves

min
g

f‘ ¼ e ju (d)( f )
ffiffiffiffiffiffiffiffiffi
S( f )

p
� Q( f )G(e j2p f T0 )

���
���
L‘(F p)

(5:20a)

s.t. Sp( f ) � S( f ) for all f : (5:20b)

We will now show that this problem is convex in g, and hence a globally optimal

solution can be efficiently found without significant interaction with the designer.

The feasible set defined by Equation (5.20b) is the same as that in Problem 1.

Depending on the choice of ‘, different formulations of Problem 2 arise. In particu-

lar, since the NESP involves power spectra that are “squares” of the components of
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the arguments of the norm in Equation (1.19), a natural choice for ‘ is ‘ ¼ 2, which

gives a good approximation to Problem 1. For this choice, the objective in Problem 2

can be written as

f2 ¼ gTQg� bTgþ c2, (5:21)

where Q was defined after Equation (1.11), b ¼ 2Reð
Ð
F p

e ju (d)( f )
ffiffiffiffiffiffiffiffiffi
S( f )
p

Q	( f )v	( f , L) df Þ with 	 denoting conjugate, and c2 ¼
Ð
F p

S( f ) df a constant. If

we choose a matrix L such that LHL ¼ Q, then when ‘ ¼ 2, Problem 2 can be expli-

citly formulated as

min
g,m

m� bTg (5:22a)

s.t. kLgk22 � m (5:22b)

kA( f )gk2 �
ffiffiffiffiffiffiffiffiffiffiffi
M( f )

p
for all f [ ½0,1=(2T0)�: (5:22c)

This is a convex optimization problem with a linear objective, a rotated second-order

cone constraint (5.22b), and an infinite number of (conventional) convex quadratic

constraints (5.22c). Discretization of Equation (5.22c) results in a formulation that

can be efficiently solved for a (globally) optimal g using general purpose convex

cone optimization tools [25]. Although solutions to Equation (5.22) do not generate

waveforms that explicitly maximize the NESP, they efficiently generate pulses with

large NESPs, without the need for the spectral factorization post-processing step that

is required for the efficient solution of Problem 1 [via Equation (5.18)].

5.4.4 Constrained Frequency Response Design with
Linear Phase Filters

The solution of Problem 2 can often be simplified if g½k� is (further) constrained

to have linear phase, at the expense of a performance penalty. For symmetric

(linear phase) filters of odd length, the problem in Equation (1.22), which is a

formulation of Problem 2 with ‘ ¼ 2, simplifies to

min
~g,m

m� ~b
T

~g (5:23a)

s.t. k ~L~gk2
2 � m, (5:23b)

�
ffiffiffiffiffiffiffiffiffiffiffi
M( f )

p
� ~vT( f , ~Lþ 1)~g �

ffiffiffiffiffiffiffiffiffiffiffi
M( f )

p
for all f [ ½0,1=(2T0)�, (5:23c)

where ~Q ¼ ~L
H ~L ¼

Ð
F p

Sq( f )~v( f , ~Lþ 1)~vT( f , ~Lþ 1) df , and ~b ¼ 2
Ð
F p

cos½u (d)( f )þ

2p f T0
eL� uq( f )�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
S( f )Sq( f )

p
~v( f , ~Lþ 1) df . It is clear from the expression for ~b that

a natural choice for u (d)( f ) in such a design is u (d)( f ) ¼ uq( f )� 2p f T0
~L. We

also point out that Equation (5.23c) is a set of linear constraints (two for each

f ), whereas Equation (5.22c) was a set of convex quadratic constraints. Once

again, Equation (5.23) can be efficiently solved using general purpose convex
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optimization tools [25]. The problem in Equation (5.23) is also particularly

amenable to methods that employ multiple exchange techniques [1, 23].

The case of ‘ ¼ 1 is also of interest because of its relationship with the PM

designs. If we choose u (d)( f ) ¼ uq( f )� 2p f T0
~L, then for linear phase filters

with a positive gain in the passband, we have the following formulation:

min
~g

max
f [F p

ffiffiffiffiffiffiffiffiffiffiffi
Sq( f )

p ffiffiffiffiffiffiffiffiffiffi
�M( f )

q
� ~G(e j2pfT0 )

����
���� (5:24a)

s.t. j ~G(e j2p f T0 )j �
ffiffiffiffiffiffiffiffiffiffiffi
M( f )

p
, (5:24b)

where ~G(e j2p fT0 ) ¼ ~vT( f , ~Lþ 1)~g is the “phase centered” version of G(e j2p f T0 ). In

contrast to the waveform generated by the solution to Equation (5.15) by the PM

algorithm, which merely approximates the spectral mask, any solution to Equation

(5.24) fully complies with the spectral mask. Furthermore, like each of the proposed

designs in Sections 5.4.2–5.4.4, the determination of a globally optimal ~g requires

the solution of only one optimization problem, and that problem can be efficiently

solved.

The formulations of Problems 1 and 2 were based on precise knowledge of Sq( f ).

In the case where Sq( f ) is not precisely known, we can replace Sq( f ) by an estimate

Ŝq( f ) that is also an upper bound, that is, Ŝq( f ) � Sq( f ) for all f. This replacement is

well motivated for design convenience, because Sq( f ) is typically fairly flat over the

band of interest, and because replacing Sq( f ) by a constant Ŝq � Sq( f ), for all

f [ F p, enables the integrals which constitute Q, c and b to be analytically evalu-

ated. Also, if Ŝq( f ) is constant for all f [ F p, the precise transformation of some

semi-infinite linear constraints into (finite) linear matrix inequalities [5] takes on a

relatively simple form.

5.5 OPTIMAL UWB ORTHOGONAL PULSE DESIGN

Motivated by the demand for high data rates, orthogonal frequency multiplexing

and high spectral efficiency multidimensional modulations [19], in this section

we extend the FIR filter approach to design spectrally efficient orthogonal pulses.

The goal is to design a set of mutually orthogonal pulses, each of which

occupies the entire spectrum allowed by the spectral mask. This enables each pulse

to benefit from the large multipath diversity provided by the ultra wide bandwidth.

5.5.1 Orthogonality Formulation

Let us consider two pulses p1(t) and p2(t) that are generated by two different sets of

filter coefficients g1 and g2, each of length L. For these two pulses to be orthogonal,

they have to satisfy the time-domain constraint
Ðþ1

�1
p1(t)p2(t) dt ¼ 0, which can be

equivalently written in the frequency domain as
Ðþ1

�1
P1( f )P	2( f ) df ¼ 0. In a
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matrix-vector form, the orthogonality constraint can be written as

ðþ1

�1

P1( f )P	2( f ) df ¼ gH
1 Qg2 ¼ 0, (5:25)

where Q was defined after Equation (5.11). Suppose that a filter g1 has been designed

via a single pulse method, such as Problem 1. The problem of directly maximizing

the NESP of p2(t) subject to the orthogonality constraint (5.25), can be formulated as

follows.

Orthogonal pulse design 1: Given L, T0, Sq( f ), M( f ) and g1, find g2 that achieves

max
g2

c ¼ gT
2 Qg2 (5:26a)

s.t. gT
1 Qg2 ¼ 0, (5:26b)

kA( f )g2k2 �
ffiffiffiffiffiffiffiffiffiffiffi
M( f )

p
8f [ ½0,1=(2T0)�: (5:26c)

The linear equality constraint in Equation (5.26b) and the set of convex quadratic

constraints in Equation (5.26c) describe a convex feasible set, but, as in Equation

(5.16), the objective is to maximize a convex function of g2, and hence Equation

(5.26) is a nonconvex optimization problem. Unfortunately, it is not possible to

transform Equation (5.26b) into a function of the autocorrelation vector ~r2, and

therefore, we cannot directly borrow the direct single pulse design techniques

from Section 5.4.2. In order to avoid the intricacies of having to deal with the poten-

tial for locally optimal solutions in the solution of Equation (5.26), we now seek

formulations of an indirect design problem that is easier to solve. Our indirect

formulations are based on the frequency response approximation problem discussed

in Section 5.4.3.

As shown in Section 5.4.3, a pulse with a large NESP can be efficiently obtained

by making Pk( f ) close to a desired frequency response P(d)
k ( f ) :¼ e ju (d)

k
( f )

ffiffiffiffiffiffiffiffiffi
S( f )
p

.

When designing multiple orthogonal pulses, the desired response is constructed

so that each P(d)
k ( f ) has the same power spectrum S( f ), but has a distinct phase,

u
(d)
k ( f ). To impose orthogonality among different pulses, we can select the design

parameters {u (d)
k ( f )} such that the desired frequency responses {P(d)

k ( f )} are

mutually orthogonal. That is,

ð
e j u

(d)

k
( f )�u (d)

i
( f )ð ÞS( f ) df ¼ 0 for any k = i: (5:27)

If the desired frequency responses are orthogonal, then the designed pulses will

(essentially) inherit this property if the achieved approximation error is sufficiently

small. We can formulate the resulting design problem as follows.
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Orthogonal pulse design 2: Given L, T0, uq( f ), M( f ), a filter g1 designed via

Equation (5.27), and u
(d)
2 ( f ) that is orthogonal to u

(d)
1 ( f ) according to Equation

(5.27), find g2 that achieves

min
g2

f‘ ¼ e ju (d)
2

( f )
ffiffiffiffiffiffiffiffiffi
S( f )

p
� Q( f )G2(e j2p f T0 )

���
���
L‘(F p)

(5:28a)

s.t. kA( f )g2k2 �
ffiffiffiffiffiffiffiffiffiffiffi
M( f )

p
8f [ ½0,1=(2T0)�: (5:28b)

An approximation of the orthogonality constraint in Equation (5.27) can signifi-

cantly simplify the design of (essentially) orthogonal pulses. In particular, since F p

is the passband (or bands) of the spectral mask, then the constraint in Equation (5.27)

can be approximated by taking the integral over F p

S
~F p, where ~F p is the mirror

image of F p in the negative frequencies. If S( f ) is constant over F p, then Equation

(5.27) can be approximated by

ð

F p< ~F p

e j(u
(d)

k
( f )�u

(d)
i

( f )) df ¼ 0 for any k = i: (5:29)

If that integral is (further) approximated by its N-point centered Riemann sum, and N

is large, then the desired responses will be (essentially) orthogonal if

wH
i wk þ wH

k wi ¼ 0 for any k = i, (5:30)

where the nth element of the phase vector wk is wk½n� ¼ e ju (d)

k
( f n), 0 � n � N � 1,

with fn ¼ fleft þ (nþ 1=2)Df , fleft being the lower band edge of F p and Df being

the width of the Riemann rectangle, which is (1=N)th of the bandwidth of F p.

For convenience, we will define FN
p to be the set of such fns. A sufficient condition

for Equation (5.30) is that wH
k wi ¼ 0 for any k = i.

5.5.2 Sequential UWB Pulse Design

Having understood the orthogonality requirements, we now present a sequential

(SEQ) strategy for (essentially) orthogonal pulse design. The procedure starts

with the design of the first pulse p1(t) subject to the mask constraint only. Sub-

sequent pulses pk(t), k ¼ 2, . . . , K, are then designed one by one to fit into the

desired spectral mask, as well as to be (essentially) orthogonal to all previously

designed pulses. To put this approach in a mathematical form, we suppose that

(k 2 1) (essentially) mutually orthogonal pulses {pm(t)}k�1
m¼1 are already in place.

Rather than directly minimizing the approximation error of the kth pulse,

kP(d)
k ( f )� Pk( f )kL‘(F p), we minimize the ‘-norm of an N-element vector x whose

nth element is P(d)
k ( f n)� Pk( f n), fn [ F N

p . In the case where ‘ , 1, this corre-

sponds to minimizing the N-point centered Riemann sum approximation of

kP(d)
k ( f )� Pk( f )kL‘(F p). Since P(d)

k ( f n) ¼ wk½n�
ffiffiffiffiffiffiffiffiffiffiffi
S( f n)
p

, the subproblem in the

sequential design strategy can be formulated as follows.
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SEQ pulse design: Given ‘, L, T0, Sq( f ), S( f ), N, and k21 previously selected

filter phase vectors {wm}k�1
m¼1 of mutually orthogonal pulses {pm(t)}k�1

m¼1, find

vectors gk of length L and wk of length N that satisfy

min
gk , wk , x

kxk‘ (5:31a)

s.t. x½n� ¼ wk½n�
ffiffiffiffiffiffiffiffiffiffiffi
S( f n)

p
� Q( f n)vH( f n,L)gk, 8fn [ FN

p , (5:31b)

kA( f )gkk2 �
ffiffiffiffiffiffiffiffiffiffiffi
M( f )

p
, 8f [ ½0,1=(2T0)�, (5:31c)

wH
k wm ¼ 0, 8m ¼ 1, . . . , k � 1: (5:31d)

In this formulation, the objective (5.31a) [and (5.31b)] indirectly seeks a pulse with a

large NESP, while Equations (5.31c) and (5.31d) ensure spectral mask compatibility

and mutual orthogonality of the target spectra, respectively.

To reduce the complexity of searching for wk, a convenient approach is to select

mutually orthogonal phase vectors prior to the SEQ procedure. Treating wk as a

length-N codeword with complex-valued elements, we can use the FFT matrix to

design an example of K complex codewords as follows.

Complex orthogonal phase vectors via FFT: A set of K mutually orthogonal phase

vectors {wk}K
k¼1 can be obtained by setting wk½n� ¼ e j2pkn=N , n ¼ 0, . . . , N � 1,

for k ¼ 1, . . . , K � N.

With the phase vectors {wk} selected this way, we now mimic Equation (5.22) to

propose the following convex formulation of the SEQ pulse design sub-problem

with ‘ ¼ 2:

min
gk , mk

mk � b̂T
k gk (5:32a)

s.t. kLgkk
2
2 � mk, (5:32b)

kA( f )gkk2 �
ffiffiffiffiffiffiffiffiffiffiffi
M( f )

p
8f [ ½0,1=(2T0)�, (5:32c)

where b̂k ¼ 2Df Reð
PN�1

n¼0 wk½n�
ffiffiffiffiffiffiffiffiffiffiffi
S( f n)
p

Q	( f n)v	( fn, L)):

5.5.3 Sequential UWB Pulse Design with Linear Phase Filters

The formulation in Equation (5.32) allows the FIR filters to have nonlinear phase

characteristics. As was the case in Section 5.4.4, the design can be simplified

if g½k� is further constrained to have linear phase. With odd-length sym-

metric linear phase filters, the pulse frequency response becomes Pk( f ) ¼ffiffiffiffiffiffiffiffiffiffiffiffi
Sq( f )

p
e j½uq( f )�2pfnT0

~L� ~vT( f , ~Lþ 1)~gk. Since ~vT( f , ~Lþ 1)~g is real, a natural choice

for wk [cf. Equation (5.31b)] is wk ¼ e j½uq( f )�2pfT0
~L� ~wk, 8f , where ~wk ¼+1. As

such, the selection of the orthogonal phase vectors wk is simplified to construction
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of binary orthogonal codewords, ~wk. If we choose N to be a power of 2, with N � K,

such binary codewords can be selected from the set of length N ¼ 2i Hadamard

codewords [20, p. 424]. When K , 2i, as will normally be the case, one must

select elements from this set. For efficient spectral utilization, an appropriate

method is to select Hadamard codewords in ascending order of the number of

sign transitions in the codeword [30].

Binary orthogonal phase vectors via Hadamard partition: In an SEQ pulse

design problem with linear phase filters, the binary codewords { ~wk} of length

N ¼ 2i should be selected from the set of length-2i Hadamard codewords in the

following way:

1. Arrange the 2i Hadamard codewords in ascending order of the number of sign

transitions in the codeword; and,

2. Set ~wk to be the kth Hadamard codeword.

This choice (essentially) minimizes the loss of NESP due to the “crossing bands”

between bands of positive and negative gain in the passband of the filter. As an

example, if we have N ¼ 8 discretization points (i.e., eight Riemann rectangles),

and we want to design K ¼ 3 pulses, the Hadamard partition result suggests the

following choices:

~w1 ¼ ½ 1, 1, 1, 1, 1, 1, 1, 1 �T, (5:33a)

~w2 ¼ ½ 1, 1, 1, 1, �1, �1, �1, �1 �T, (5:33b)

~w3 ¼ ½ 1, 1, �1, �1, �1, �1, 1, 1 �T: (5:33c)

For the larger values of N that would be used in practice, the first three codewords

have a similar sign structure.

With the phase vectors chosen as described above, for odd-length symmetric

linear phase filters the formulation in Equation (5.31) simplifies to

min
~gk , x

kxk‘ (5:34a)

s.t. x½n� ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
Sq( f n)

p
~wk½n�

ffiffiffiffiffiffiffiffiffiffiffiffiffi
�M( f n)

q
� ~vT( f n, ~Lþ 1)~gk

� �
8fn [ FN

p , (5:34b)

�
ffiffiffiffiffiffiffiffiffiffiffi
M( f )

p
� ~vT( f , ~Lþ 1)~gk �

ffiffiffiffiffiffiffiffiffiffiffi
M( f )

p
8f [ ½0,1=(2T0)�, (5:34c)

from which explicit formulations for ‘ ¼ 2 and ‘ ¼ 1 can be easily obtained.
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5.6 DESIGN EXAMPLES AND COMPARISONS

We now present examples for different designs of UWB pulses which satisfy the US

FCC mask SFCC( f ) illustrated in Figure 5.1. We will compare their performance in

terms of spectral utilization efficiency, system-level impact on bit error rates, as well

as robustness to narrowband interference (NBI).

5.6.1 Single-Pulse Designs and their Spectral
Utilization Efficiency

We first investigate various formulations for single pulse designs. For the digital FIR

designs, the basis pulse q(t) is chosen to be the Gaussian monocycle of pulse width

0.1626 ns, whose waveform parameters are specified in Section 5.2. The clock rate

F0 is set to be a relatively low frequency of 1/T0 ¼ 28 GHz.

Design 1: Our first design is obtained by solving a version of Equation (5.18) in

which Equation (5.18b) is discretized and Equation (5.18c) is precisely transformed

into L linear constraints on an L � L positive semidefinite matrix [25]. This trans-

formation leads to a semidefinite programming formulation that can be efficiently

solved for the optimal ~r using a general purpose solver [25]. Spectral factorization

[10, 28] is then applied to extract the optimal pulse coefficients g.

Design 2: In this case we design an odd-length, symmetric, linear phase filter via

Equation (5.23) in which Equation (5.23c) is discretized. The resulting optimization

problem has a linear objective, a set of linear constraints and a single rotated second-

order cone constraint.

The power spectra of the pulses emanating from Designs 1 and 2 for length

L ¼ 33 filters and the FCC mask are provided in Figure 5.4. (The power spectrum

of a pulse obtained from Design 1 with the tighter mask and a different basis

pulse appeared in [29].) For comparison, the power spectrum of the PM pulse

Figure 5.4 Power spectrum of the optimally synthesized pulse under the FCC mask

SFCC( f ): (a) Design 1; (b) Design 2.
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shaper in [12] is depicted in Figure 5.5(a), and that of the “prolate-spheroidal” (PS)

pulse shaper in [18] is presented in Figure 5.5(b). The improved NESP of the pro-

posed designs is immediately apparent from Figures 5.4 and 5.5. All these digitally

designed pulses are configured to operate at the highest spectral utilization while

conforming to the relevant spectral mask, using the same filter length, L ¼ 33. In

addition, analog pulses including the Gaussian monocycle and its variants are also

investigated. For the basic Gaussian monocycle, we employ System 2 in

Figure 5.2, as this system does not violate the FCC mask. High-order derivatives

of the Gaussian pulse are considered for their resemblance of sinusoids modulated

by a Gaussian pulse-shaped envelope [16]. As the derivative order increases, the

number of zero crossings in the same pulse width increases, acting as if a higher

“carrier” frequency sinusoid is modulated by an equivalent Gaussian envelope.

By choosing the order of the derivatives of the Gaussian pulse n and a suitable

pulse width, it is possible to find a pulse that satisfies the FCC mask. With

reference to the amplitude spectrum expression in Equation (5.7), a good design

choice is n ¼ 5 and t ¼ 72 ps [16], which yields a time-domain support of

Tp � 6t ¼ 0:43 ns and a 3 dB bandwidth of 3.46 GHz that falls within the range

of [5.25, 8.92] GHz and peaks at fM ¼ 7.01 GHz.

Figure 5.5 Power spectrum of pulses obtained using existing design approaches: (a) PM

algorithm based pulse; (b) “prolate-spheroidal” pulse [18].

TABLE 5.1 NESPs of Various Pulses

Design Method S( f ) ¼ SFCC( f )

Design 1 �c ¼ 92.16%

Design 2 �c ¼ 88.98%

PM Pulse �c ¼ 72.41%

PS Pulse �c ¼ 32.11%

Gaussian (n ¼ 5) �c ¼ 50.76%

Gaussian (n ¼ 1) �c ¼ 0.15%
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The NESPs of the different design methods are quantified and tabulated in

Table 5.1. As expected, Design 1 provides the largest NESP, because it is based

on direct maximization of the NESP (cf. Problem 1). However, it is interesting to

note that both this design and Design 2 (which is based on the indirect method of

Problem 2 with the linear phase constraint) provide considerably larger NESPs

than the PM pulse, and substantially larger NESPs than the PS design and the

Gaussian monocycle. These designs (and the PM-based pulses) also enjoy an

implementation advantage in terms of their low sampling frequency requirement

compared with that of the PS pulses (64 GHz) [18].

Achieving NESP optimality also offers the potential for using a lower sampling

frequency or a shorter filter length than competing methods, which may simplify

practical hardware realization. The filter length problem is formulated in [30] in

terms of finding the shortest pulse duration that achieves a given NESP requirement,

subject to satisfaction of the spectral mask. Under the FCC mask constraint, a pulse

p(t) with an NESP of greater than 80% can be synthesized by an FIR filter of length

L ¼ 15, corresponding to a pulse duration Tp ¼ 0.66 ns. (Recall that when L ¼ 33

the maximum achievable NESP is 92.16%.) Similarly, the minimum length

filter required to achieve the NESP of 72.41% achieved by the length 33

Parks–McClellan filter is merely L ¼ 12.

It is possible to further reduce the number of filter coefficients by generalizing the

FIR-filter-based pulse synthesis architecture that we have considered [cf. Equation

(5.8)] to include pulses of the form p(t) ¼
PL�1

k¼0 g½k�q(t � tk), where the delays tk

are to be designed jointly with the coefficients g½k� [31]. Unfortunately, that joint

design problem is not convex, and hence joint design algorithms will require a con-

siderable interaction and substantial computational resources. The computational

cost of obtaining a good joint design can often be significantly reduced by using

an iterative approach in which one cycles between optimizing g½k� for the current

estimate of the optimal delays and optimizing the delays for the current estimate

of the optimal coefficients. Although the second step in the cycle remains computa-

tionally expensive, the methods proposed in this chapter can be used to efficiently

solve the first step by simply generalizing the definition of v( f ,L) in Equation

(5.9) so that its kth element, 0 � k � L� 1, is e j2pf tk . That said, we believe that

the design and implementation efficiencies obtained by choosing tk ¼ kT0, as we

have in this chapter, outweigh the potential performance gains of the generalized

scheme for all but the truly small values of L.

5.6.2 Multiband Pulse Design

An alternative signaling format to single-band UWB impulse radio is to use multi-

band (MB) UWB waveforms, which have been proposed for wireless personal area

networks (WPANs) under IEEE 802.15 [3]. In a multiband system, multiple bands

of bandwidth greater than or equal to 500 MHz are employed, with each band being

occupied by a distinct pulse. With the entire bandwidth divided into several non-

overlapping sub-bands, multiband UWB systems allow flexibility in efficiently

“filling up” the spectral mask, and facilitate co-existence with legacy systems and
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worldwide deployment by enabling some sub-bands to be turned off in order to

avoid interference and comply with different regulatory requirements. In addition,

multiband systems provide another dimension for multiple access via frequency div-

ision. Different users can use different pulses for multiple access, and frequency

hopping can also be easily implemented by switching among those baseband

pulses to acquire greater frequency diversity.

Pulse design for a multiband system can directly borrow the results from single-

pulse design. The only difference lies in the different specifications of passband and

the corresponding spectral mask constraint. We assume that the passband is equally

divided into K sub-bands, each of bandwidth of Bs ¼ (7.5/K) GHz. For the design of

the pulse that occupies the kth sub-band, 1 � k � K, we impose a spectral mask

Sk( f ) that satisfies the global spectral mask and has low stopband levels in order

to avoid significant interband interference. In particular, we impose

Sk( f ) ¼

�60dB ½0, 3:1þ (k � 1)Bs�GHz,

0dB ½3:1þ (k � 1)Bs, 3:1þ kBs�GHz,

�60dB ½3:1þ kBs, þ1) GHz

8
<

: (5:35)

The filter tap coefficients gk for the kth pulse can be obtained by efficiently solving

Problem 1 via the formulation in Equation (5.18). As a design example, we suppose

that the entire UWB passband is equally divided into three sub-bands. Setting

L ¼ 100, we obtain the synthesized pulses {pk(t)}3
k¼1 by replacing S( f ) in

Problem 1 with Sk( f ) in Equation (5.35), k ¼ 1, 2, 3, respectively. The power

spectra and time-domain waveforms of the synthesized multiband pulses are

shown in Figure 5.6.

The multiband configuration is convenient for fast FH UWB systems. To hop

from one frequency sub-band to another, one can simply reset the memory of the

shift register (SR) that stored the corresponding L-tap coefficient g, or use a bank

of SRs and switch among them to select the desired band. Figure 5.7 shows such

a digital frequency hopping transmitter structure for UWB communication. The

digital architecture implements linear combinations of the baseband Gaussian

monocycle, and does not involve any analog carriers. This avoids the carrier

frequency offset (CFO) effects, which are commonly encountered in analog FH

implementations. This design has a relatively stringent requirement on the clock

timing accuracy (down to several picoseconds), but the switching time between

two SRs is faster than the switching time between two carriers.

5.6.3 Multiple Orthogonal Pulse Design

Although they are (almost) orthogonal to each other, each of the pulses in a multi-

band UWB system can only utilize a portion of the power allowed by the FCC mask,

since each of them occupies only a portion of the entire bandwidth. Here we demon-

strate orthogonal pulse sets with better spectral utilization. As an example, we have

designed three orthogonal UWB pulses using the sequential design strategy with

linear phase filters described in Section 5.5.3, including the proposed selection of
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the Hadamard codewords. We designed length L ¼ 33 linear-phase filters, using a

formulation of Equation (5.34) with ‘ ¼ 2 and length N ¼ 512 codewords. Under

the tighter mask constraint ST( f ) (cf. Figure 5.1), the power spectra of the resulting

(essentially) orthogonal pulses and their correlation properties are provided in

Figure 5.8. The NESPs of these three pulses are 76.51%, 51.31% and 49.97%,

respectively, and hence all three pulses provide higher spectral utilization efficiency

Figure 5.7 Implementation of multiband with FH.

Figure 5.6 Results for a 3-band multiband UWB system. (a) first sub-band; (b) second sub-

band; (c) third sub-band; and (d) time-domain wave forms.
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than the pulse from the PS orthogonal set [18] with the largest spectral utilization

efficiency. [The PS pulse has an NESP of 32.11% and its power spectrum is

shown in Figure 5(b).]

5.6.4 Pulse Designs for Narrowband Interference Avoidance

Digital FIR filtering permits flexible pulse design to accommodate a range of system

requirements, which is particularly attractive for UWB systems that need to avoid

NBI to and from legacy wireless radios and services. A straightforward method to

alleviate NBI is to impose stricter mask constraints over vulnerable frequency

bands. As shown in Figure 5.1, we can impose a tighter mask ST( f ) over the fre-

quency range of 0.96–3.1 GHz, in order to protect the GPS and the 802.11 b/g

WLAN bands located within this region. Depending on the locations of narrowband

interferers, NBI avoidance may also involve imposing a spectral mask with notches.

For example, 802.11a WLAN and Bluetooth systems operate in two narrow bands:

[5.15, 5.35] and [5.725, 5.825] GHz. To avoid transmissions over these two bands,

Figure 5.8 Three orthogonal pulses designed via the SEQ strategy. (a) first pulse; (b) second

pulse; (c) third pulse; and (d) time-domain correlation functions.
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we can modify the tight mask ST( f ) by imposing two notches at the corresponding

bands, each being 220 dB lower than the maximum allowable power spectrum.

An alternative method to enforce NBI avoidance is to employ the multiband

approach, but maintain nearly complete spectrum utilization of the FCC mask for

each designed pulse. As suggested in IEEE 802.15.3WPAN proposals, the allowable

UWB spectrum can be partitioned into a lower passband over [3.1, 5.15] GHz and an

upper passband over [5.825, 10.6] GHz. This multiband plan was originally

suggested for carrier-based OFDM UWB systems to support variable data rates

[15]. Here we design two baseband pulses, p1(t) and p2(t), to fit in the lower and

upper bands respectively. The transmitted single-band pulse p(t) is nothing but a

summation of these two pulses, that is, p(t) ¼ p1(t)þ p2(t). In contrast to its con-

stituent sub-band pulses, p(t) occupies almost the entire allowable spectrum to

enable full diversity.

Figure 5.9 depicts pulses with NBI-avoidance capability. The NESPs of the

pulses designed by the notch-based method and the multiband method, are

59.08% and 38.47%, respectively. The multiband method has a lower NESP, but

is versatile in supporting flexible data rates by turning off one of the bands. On

the other hand, the level of interference from UWB transmissions to WLAN users

can be measured in terms of the normalized effective interference power (NEIP),

which is the ratio of the power transmitted over the WLAN bands over the total

permissible power under the given mask. The NEIPs of the above two designed

pulses are 0.016% and 0.0073% respectively, both of which are quite low. In con-

trast, the presence of NBI around 5–6 GHz imposes severe power limitations

when the Gaussian pulse or its higher-order derivatives are used.

5.6.5 Impact of Pulse Designs on Transceiver Power Efficiency

Under the stringently constrained power spectral density, the spectral utilization effi-

ciency (NESP) of the transmitted pulses directly affects the transmit SNR, which in

Figure 5.9 Pulses with robustness to NBI: (a) with notch constraints; (b) multiband

approach.
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turn affects the reception quality. To quantify these effects, we now compare the

BER performance of the pulses investigated in Section 5.6.1. We simulated a

system in which binary PAM symbols are transmitted with transmitter parameters

Nf ¼ 10 and Tf ¼ 30 ns. For each pulse shape, the system transmitted the

maximum energy-per-bit allowed under the FCC mask. The multipath channel

was generated according to the CM1 indoor channel model by IEEE 802.15.3a

working group [8], with channel parameters with channel parameters (L, l, G,

g) ¼ (0.0233 ns21, 2.5 ns21, 7.1 ns, 4.3 ns). The channel delay spread was truncated

to 28 ns, and the total power gain of this channel was normalized to 1. An ideal

receiver was employed to combine energy from all the channel taps. This provides

a lower bound of the BER achievable in practice when using each pulse.

Figure 5.10(a) depicts the BER values for various transmit pulses with respect to

(max Eb)/N0, where max Eb is the maximum allowed transmit bit energy of the

pulses under consideration, and N0 is the PSD of the additive white Gaussian

noise at the receiver. By employing one of the two pulses synthesized by the FIR

DSP designs (which have NESPs around 90%), a UWB radio operating in the

CM1 multipath channel would obtain BER performance that is less than 1 dB

away from that of an ideal detector in an AWGN channel.

The BER performance of the UWB system in the presence of NBI is plotted in

Figure 5.10(b), where three pulse shapers are considered: the NBI-resilient pulses

designed using the notch-based and multiband design techniques described in

Section 5.6.4, and the NBI-prone fifth-order derivative of a Gaussian pulse, that

is, x(n)(t) with n ¼ 5. The corresponding NESPs are 59.08%, 38.47% and 50.76%,

respectively. In the simulated environment, there are two NBI sources. One occupies

the band [0.96–3.1] GHz, and the other occupies the two 802.11a bands around

5.5 GHz, and both interferers have the same PSD, J0. This PSD was set to

J0 ¼ 10 N0 or J0 ¼ 100 N0. It can be observed that a transceiver employing either

of the two NBI-resilient pulses has a BER performance that is quite robust to the

NBI. This is due to the fact that the power spectra of both pulses have notches

Figure 5.10 BER performance: (a) comparisons of different pulse shapers; (b) impact of

NBI.
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20 dB lower than the mask in the WLAN bands, and hence their BERs are barely

affected when the NBI power level is raised from J0 ¼ 10 N0 to J0 ¼ 100 N0. In con-

trast, the fifth-order Gaussian derivative pulse was not designed to avoid the NBI,

and its BER performance suffers considerably when J0 increases. It is also interest-

ing to observe that, for a small level of NBI (J0 ¼ 10 N0), the BER performance of

the multiband NBI-resilient pulse, which has an NESP ¼ 38.47%, is comparable to

that of the NBI-prone fifth-order Gaussian derivative pulse, which has an

NESP ¼ 50.76%. This illustrates the trade-off between NBI-avoidance and the

NESP level. Since J0 ¼ 10 N0 is relatively small, the fifth-order Gaussian derivative

pulse is able to make up for its NBI sensitivity through its larger NESP. It is only

when J0 becomes large that the NBI-avoidance capability of the multiband pulse

out-weighs its loss in NESP. (As a reference, an FIR-prefiltered pulse without

NBI-related constraints can reach a maximum NESP of 82% under the tight mask

[30].) In a nutshell, the NBI-resilience of a pulse design needs to be judiciously

traded off against the impact of the resulting NESP loss. This example illustrates

that an adaptive NBI-avoidance strategy might be preferred, but the improved per-

formance of such a scheme would have to be weighed against the consequent

increase in implementation complexity.

5.7 CONCLUSIONS

Optimizing the spectral utilization of the transmitted signal is critical to UWB

systems supporting high-data-rate wireless access. In this chapter, we presented

waveform shaping methods that generate single pulses and sets of (essentially)

orthogonal pulses for UWB systems that satisfy a spectral mask constraint, such

as that imposed by the US FCC. In particular, the design of FIR prefiltering struc-

tures was described. This framework not only provides waveforms with high spec-

tral utilization and guaranteed spectral mask compliance, but also permits simple

modifications that can accommodate several other system objectives. Some alge-

braic transformations facilitated the formulation of various single pulse design

problems as convex optimization problems, from which globally optimal solutions

can be efficiently obtained. Related techniques were used to generate efficiently sol-

vable formulations of a range of other UWB pulse design problems, including multi-

band pulse design and multiple orthogonal pulse design. These pulse shapers can

support flexible avoidance of narrowband interference, as well as implementation

of fast frequency hopping, free of analog carriers. Moreover, these designs have a

lower sampling frequency requirement than competing digital methods, and can

be implemented without putting excessive burden on ADC circuitry and without

modifying the analog components of existing UWB antennas and transmitters.

REFERENCES

1. J. W. Adams and J. L. Sullivan, “Peak-constrained least-squares optimization”, IEEE

Transactions on Signal Processing, vol. 46, no. 2, pp. 306–321, February 1998.

128 ULTRA WIDEBAND PULSE SHAPER DESIGN



2. B. Alkire and L. Vandenberghe, “Convex optimization problems involving finite autocor-

relation sequences,” Mathematical Programming, Series A, vol. 93, no. 3, pp. 331–359,

December 2002.

3. A. Batra et al., “Multi-band OFDM physical layer proposal for IEEE 802.15 Task Group

3a,” IEEE P802.15 Working Group for Wireless Personal Area Networks (WPANs) Pub-

lications Document: IEEE P802.15-03/268r3, March 2004.

4. J. O. Coleman and D. P. Scholnik, “Design of nonlinear-phase FIR filters with second-

order cone programming,” in Proc. 1999 Midwest Symp. on Circuits and Systems,

Las Cruces, NM, USA, August 1999.

5. T. N. Davidson, Z.-Q. Luo, and J. F. Sturm, “Linear matrix inequality formulation of

spectral mask constraints with applications to FIR filter design,” IEEE Transactions on

Signal Processing, vol. 50, no. 11, pp. 2702–2715, November 2002.

6. R. S. Dilmaghani, M. Ghavami, B. Allen and H. Aghvami, “Novel UWB pulse shaping

using prolate spheroidal wave functions,” in Proc. IEEE Int. Symp. on Personal, Indoor

and Mobile Radio Communications, vol. 1, pp. 602–606, Beijing, September 2003.

7. FCC Report and Order, In the matter of Revision of Part 15 of the Commission’s Rules

Regarding Ultra-Wideband Transmission Systems, FCC 02-48, April 2002.

8. IEEE P802.15 Working Group for WPANs, Channel Modeling Sub-Committee Report

Final, IEEE P802.15-02/368r5-SG3a, November 2002.

9. M. Ghavami, L. B. Michael and R. Kohno, “Hermite function based orthogonal pulses for

UWB communication,” in Proc. Int. Symp. on Wireless Personal Multimedia Communi-

cations, pp. 437–440, Aalborg, September 2001.

10. T. N. T. Goodman, C. A. Micchelli, G. Rodriguez, and S. Seatzu, “Spectral factorization

of Laurent polynomials,” Advances in Computational Mathematics, vol. 7, no. 4,

pp. 429–454, 1997.

11. J. Han and C. Nguyen, “A new ultra-wideband, ultra-short monocycle pulse generator

with reduced ringing,” IEEE Microwave and Wireless Components Letters, vol. 12,

no. 6, pp. 206–208, June 2000.

12. X. Luo, L. Yang, and G. B. Giannakis, “Designing optimal pulse-shapers for ultra-

wideband radios,” Journal of Communications and Networks, vol. 5, no. 4,

pp. 344–353, December 2003.

13. J. H. McClellan and T. W. Parks, “A unified approach to the design of optimum FIR

linear-phase digital filters,” IEEE Transactions on Circuit Theory, vol. CT–20, no. 6,

pp. 697–701, November 1973.

14. P. Moulin, M. Anitescu, K. O. Kortanek, and F. A. Potra, “The role of linear semi-infinite

programming in signal-adapted QMF bank design,” IEEE Transactions on Signal

Processing, vol. 49, no. 9, pp. 2160–2174, September 1997.

15. Multiband OFDM Alliance, http://www.multibandofdm.org/

16. Y.-P. Nakache and A. F. Molisch, “Spectral shape of UWB signals—Influence of

modulation format, multiple access scheme and pulse shape,” in Proc. IEEE Vehicular

Technology Conf., vol. 4, pp. 2510–2514, April 2003.

17. S. Nordebo and Z. Zhang, “A unified approach to digital filter design with time and

frequency-domain specifications,” IEEE Transactions on Circuits and Systems—II:

Analog and Digital Signal Processing, vol. 46, no. 6, pp. 765–775, June 1999.

18. B. Parr, B. Cho, K. Wallace, and Z. Ding, “A novel ultra-wideband pulse design

algorithm,” IEEE Communications Letters, vol. 7, no. 5, pp. 219–221, May 2003.

REFERENCES 129



19. D. Porrat and D. Tse, “Bandwidth scaling in ultra wideband communication,” in Proc.

Allerton Conf. on Communications, Control and Computing, Monticello, IL, October

2003.

20. J. G. Proakis, Digital Communications, 4th edn, McGraw-Hill, New York,

February 2001.

21. S. Roy, J. R. Foerster, V. S. Somayazulu, and D. G. Leeper, “Ultrawideband radio design:

the promise of high-speed, short-range wireless connectivity,” Proceedings of the IEEE,

vol. 92, no. 2, pp. 295–311, February 2004.

22. R. A. Scholtz, “Multiple access with time hopping impulse modulation,” in Proc. Military

Communications Conf., Boston, MA, pp. 447–450, October 1993.

23. I. W. Selesnick, M. Lang, and C. S. Burrus, “A modified algorithm for constrained least

square design of multiband FIR filters without specified transition bands,” IEEE

Transactions on Signal Processing, vol. 46, no. 2, pp. 497–501, February 1998.

24. H. Sheng, P. Orlik, A. M. Haimovich, L. J. Cimini, and J. Zhang, “On the spectral and

power requirements for ultra-wideband transmission,” in Proc. IEEE Int. Conf. on

Communications, pp. 738–742, Anchorage, AK, 2003.

25. J. F. Sturm, “Using SeDuMi 1.02, a MATLAB toolbox for optimization over symmetric

cones,” Optimization Methods and Software, vols. 11–12, pp. 625–653, 1999.

26. M. Z. Win, “Spectral density of random UWB signals,” IEEE Communication Letters,

vol. 6, no. 12, pp. 526–528, December 2002.

27. M. Z. Win and R. A. Scholtz, “Impulse radio: How it works,” IEEE Communication

Letters, vol. 2, pp. 36–38, February 1998.

28. S. Wu, S. Boyd, and L. Vandenberghe, “FIR filter design via spectral factorization and

convex optimization,” in Applied and Computational Control, Signals and Circuits,

vol. 1, B. Datta, ed., Birkhauser, Boston, MA, 1999.

29. X. Wu, Z. Tian, T. N. Davidson, and G. B. Giannakis, “Optimal waveform design for

UWB radios,” in Proc. IEEE Int. Conf. on Acoustics, Speech and Signal Processing,

Montreal, May 2004.

30. X. Wu, Z. Tian, T. N. Davidson, and G. B. Giannakis, “Optimal waveform design for

UWB radios,” IEEE Transactions on Signal Processing (in press).

31. Y. Wu, A. F. Molisch, S.-Y. Kung, and J. Zhang, “Impulse radio pulse shaping for

ultra-wide bandwidth (UWB) systems,” in Proc. Int. Symp. on Personal, Indoor and

Mobile Radio Communications, vol. 1, pp. 877–881, Beijing, September 2003.

32. L. Yang and G. B. Giannakis, “Ultra-wideband communications: An idea whose time has

come,” IEEE Signal Processing Magazine, vol. 21, no. 6, pp. 26–54, November 2004.

33. H. Zhang and R.Kohno, “SSA realization in UWB multiple access systems based on

prolate spheroidal wave functions,” in Proc. IEEE Wireless Communications and

Networking Conf., pp. 1794–1799, Atlanta, GA, March 2004.

130 ULTRA WIDEBAND PULSE SHAPER DESIGN



&CHAPTER 6

Antenna Issues

ZHI NING CHEN

6.1 INTRODUCTION

For potential UWB devices, the design of antennas is a challenging issue. On the one

hand, to achieve high data rates in wireless transmission, the UWB systems usually

occupy extremely broad bandwidths, typically of a few gigahertz. Within the oper-

ating bandwidths, UWB antennas should have stable response in terms of impedance

matching, gain, radiation patterns, phase, and polarization. Also, the demands for the

antennas include small size, conformal design, low cost, easy integration into other

RF circuits. Moreover, the requirements for broad bandwidths are associated with

other crucial constraints such as small size and low cost because most promising

UWB applications will be portable devices.

On the other hand, to avoid the possible inband/outband interference between

the UWB systems and existing electronic systems, the frequency regulators must

work out the emission limits for the applications. For example, the emission

limits of the effective isotropic radiated power (EIRP) levels of 241.3 dBm/
MHz for a frequency range of 3.1–10.6 GHz were released by FCC for the unli-

censed use of commercial UWB communication systems. The emission limits will

be determined by both the selection of source pulses and design of antennas in

UWB systems.

In this chapter, the unique aspects of antenna designs in UWB systems will be

highlighted first. Some typical antennas will be used to elucidate the effects of the

antenna design on the transmission of UWB signals. After that, the special design

considerations for UWB antennas and source pulses will be presented. Next, the

design and evaluation of planar antennas used in UWB applications will be intro-

duced. The last part discusses the effects of the antenna system and source/template

pulses on the BER performance of the UWB communication systems.
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6.2 DESIGN CONSIDERATIONS

As compared with conventional narrowband/broadband systems, two essential and

special design considerations for antennas in UWB systems should be emphasized.

One is that the power density spectrum (PDS) shaping of the radiated signals should

conform to the emission limit masks for avoiding possible interference with other

existing electronic systems. The other is that the source pulses and transmit–

receive antennas should be evaluated in terms of the overall system performance,

such as maximum S/N ratio or minimal BER. [1]

6.2.1 Description of Antenna Systems

Consider a typical transmit–receive antenna system, in the UWB system, as shown

in Figure 6.1. The Friis transmission formula can be used to relate the output power

of the receive antenna to the input power of the transmit antenna as given in

Equation (6.1), where it is assumed that each antenna is in the far-field zone of

the other. This formula is frequency-dependent for the general cases when the

parameters in Equation (6.1) vary within operating frequency ranges.

Pr(v)

Pt(v)
¼ ½1� jGt(v)j2�½1� jGr(v)j2�Gr(v)Gt(v)jr̂t(v) � r̂r(v)j2

l

4pr

� �2

(6:1)

Figure 6.1 A transmit–receive antenna system.
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where Pt, Pr are the time-average input power of the transmit antenna and output

power of the receive antenna; Gt, Gr are the return losses at the input of the transmit

antenna and the output of the receive antenna; Gt, Gr are the orientation-dependent

(u, f) gains of the transmit and the receive antennas; jr̂t � r̂rj
2 are the polarization

matching factors between the transmit and receive antennas; l is the operating

wavelength at operating frequency v; and r is the distance between the transmit

and receive antennas. If a transfer function H(v) is defined to describe the relation

between the source and output signal (voltage) [Vt(v)/2]2/2 ¼ [Pt(v)Z0] and

Vr
2(v)/2 ¼ [Pr(v)Zload], Equation (6.1) can be simplified as Equation (6.2):

H(v) ¼
Vr(v)

Vt(v)
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pr(v)

Pt(v)

Zload

4Z0

r�����

�����e
�jf(v) ¼ jH(v)je�jf(v);

f(v) ¼ ft(v)þ fr(v)þ vr=c (6:2)

where c denotes velocity of light, and ft(v) and fr(v) are, respectively, the phase

variation caused by the transmit and receive antennas. Therefore, the transfer

characteristics of the transmit–receive antenna system can be described by the trans-

fer function H(v) by means of the performance parameters of the transmit and

receive antennas, such as impedance matching, gain, polarization matching, the dis-

tance between the antennas, operating frequency as well as the orientation of the

antennas if the characteristics of an RF channel are completely ignored.

Also, the antenna system can be considered as a two-port network, as shown in

Figure 6.1, and thus, the transfer function can be measured in terms of the S par-

ameter S21 when the source impedance and loading are matching to the transmit

and receive antennas, respectively. Therefore, the measurable parameter S21 or

H(v) can be used to evaluate the performance of the antenna systems. The setup

for the measurement of the transfer function S21 or H(v) in the frequency domain

is shown in Figure 6.2. According to the Image Theory, the transmit and receive

monopole antennas are installed above a ground plane which is big so that the anten-

nas are in the far field zone of the other. A vector network analyzer is used to

measure all S parameters through the two ports, namely the input of the transmit

antenna and the output of the receive antenna. Therefore, the transfer function of

the antenna system can be measued in the azimuth plane.

Furthermore, the relation between the radiated electric fields and source pulses at

the transmit antenna can be expressed in Equation (6.3). The vector transfer function

Erad(v) is with the polarization direction â of the transmit antenna and determined

by the characteristics of the transmit antenna, such as impedance matching, gain,

and the orientation of observation point. Vt(v) is the spectrum of a source signal

(voltage). Therefore, the radiation transfer function can be used to describe the

radiated PDS for the evaluation of the emission limits:

Erad(v) ¼ Hrad(v)Vt(v) ¼ âjHrad(v)je�jfrad(v)Vt(v);

frad(v) ¼ ft(v)þ vr=c (6:3)
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6.2.2 Single-Band and Multiband Schemes

The UWB systems can utilize the UWB band in a variety of ways. For instance,

multiband (single-/multicarrier) and single-band schemes have been proposed for

UWB systems. To comply with the emission limits, the design considerations

for source pulses and transmit antennas are subject to the specific system schemes.

Under the multiband scheme, the available UWB band can be divided into

several sub-bands. Each of the source pulses is shaped to occupy only one sub-

band. For example, Figure 6.3(a) shows the scheme of 15 uniform sub-bands for

7.5 GHz UWB band, where the 10 dB bandwidths are of 500 MHz. Figure 6.3(b)

displays a Gaussian pulse v0(t) ¼ e�(t=s)2

with s ¼ 1366 ps, which is modulated

by the sine signals with the frequencies of (3.35þ n � 0.5) GHz (n ¼ 0, 1, 2, . . . ,

14). Under such a scheme, it is easy to control the PDS for the avoidance of possible

inband/outband interference with other systems.

Alternatively, the single-band scheme was initially proposed for UWB technol-

ogy. The single or few source pulses, which usually have a very short duration,

are shaped so that their spectra occupy as wide as possible range within the UWB

band for high data rates and S/N. The short pulses may be transmitted with a carrier.

From Equation (6.3), it can be seen that there are at least two ways to meet the

emission limit masks. One is to optimize the spectra, Vt(v) of source signals directly

to make the 10 dB bandwidth of the source signal narrower than the UWB band

Figure 6.2 The setup of measurement of transfer functions of the transmit–receive antenna

system with a vector network analyzer.
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Figure 6.3 Pulses and spectra in multiband scheme: (a) frequency domain (FD); (b) time

domain (TD).
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when the antenna system has a constant unchanged radiation transfer function,

Hrad(v) within the UWB band. This involves two scenarios. One is that the 10 dB

bandwidth fully falls into the UWB band by properly selecting source pulses.

Otherwise, the 10 dB bandwidth spectrum of the pulse can be shifted into the

UWB band by modulating the pulse with a proper sine signal (carrier). Both

cases will make antenna design easy.

The other one is to tailor the spectra, Vt(v) of source signals by using the filtering

function of Hrad(v), viz. to control Hrad(v) Vt(v) if Vt(v) does not meet the emission

limit mask itself. Using this method, the transmit antenna acts as not only a radiator

but also a filter, which is designed to suppress the unwanted radiation outside the

UWB band or in the specific band. This will make antenna designs complicated.

6.2.3 Source Pulses

In principle, all the impulses with the spectra (wider than 500 MHz stipulated by

FCC) can be used as the signals. However, practically, only the pulses which can

be easily generated and controlled and have low power-consumption [no direct

current (DC) component] are selected to generate UWB signals. Owing to unique

temporal and spectral properties, a family of Rayleigh (differentiated Gaussian)

pulses, vn(t) or ~vn(v) is widely used as the source pulses in the UWB systems, as

given in Equation (6.4).

vn(t) ¼
dn

dnt
½e�(t=s)2

�; ~vn(v) ¼ ( jv)ns
ffiffiffiffi
p
p

e�(vs=2)2

(6:4)

where the pulse parameter s stands for the time when v0(s) ¼ e�1. The pulse dur-

ation T is defined as the interval between the start and the end of the pulse where the

values jvn(t ¼+T/2)j decreases from the normalized peak value to e29 as shown in

Figure 6.4, where the pulses v0(t) and v1(t) are shown. Obviously, only v1(t) is a

monocycle pulse, which is easily generated by RF circuits and does not generate

any DC component in the frequency domain (FD).

The calculation shows that the 10 dB bandwidths of the first-order Rayleigh pulses

with s . 61 ps (T . 305 ps) are ,7.5 GHz, as shown in Figure 6.4(a). However,

their spectra do not fully fall into the UWB band defined by the FCC. Some

higher-order Rayleigh pulses can match the UWB band directly, such as the

fourth-order Rayleigh pulses with 67 , s , 76 ps, the fifth-order Rayleigh pulses

with 72 ,s , 91 ps, and the sixth-order Rayleigh pulses with 76 , s , 106 ps.

6.2.4 Transmit Antenna and PDS

The effects of source pulses and transmit antennas on the radiated PDS shaping are

taken into account. Two types of the antennas with narrow and broad impedance

bandwidths are exemplified.

First, a thin-wire straight dipole of L ¼ 11 mm in length and having a 0.3 mm

radius was simulated. Figure 6.5(a)–(c) shows the simulated jS11j and the
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normalized radiated transfer function jHrad(v)j. The 10 dB bandwidth is 25% with

the well-matched frequency of 5.85 GHz. Three typical first-order Rayleigh

pulses with s ¼ 30, 45, and 80 ps are used as source pulses. The radiated fields

are the co-polarization components jErad(v)j in the direction of u ¼ 908 and at a

distance of r ¼ 1960 mm, as shown in Figure 6.1. Both inner resistance of the

voltage source and resistive loading of the receive antenna are 100 V.

From the transfer function jH(v)j shown in Figure 6.5(a)–(c), it is readily

observed that the dipole acts as a high-pass filter within the UWB band. Thus, the

tailored radiated spectrum of the short pulse cannot fully meet the emission limit

mask when the pulse has the high emission levels at the frequencies higher than

10.6 GHz as shown in Figure 6.5(a). In contrast, Figure 6.5(c) displays that the

Figure 6.4 Pulses and spectra in single-band scheme: (a) FD; (b) TD.
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Figure 6.5 Comparison of spectral density shaping of radiated electrical fields by a narrow

band thin-wire dipole and a broadband planar dipole, both driven by first-order Rayleigh

source pulses: (a) s ¼ 30 ps, thin-wire dipole; (b) s ¼ 45 ps, thin-wire dipole; (c)

s ¼ 80 ps, thin-wire dipole; (d) s ¼ 30 ps, planar dipole; (e) s ¼ 45 ps, planar dipole; (f)

s ¼ 80 ps, planar dipole.
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Figure 6.5 Continued.
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radiated spectrum of the longest pulse also does not meet the emission limit masks

because of its high emission levels at the frequencies lower than 3.1 GHz.

Figure 6.5(b) evidently demonstrates that the radiated spectrum can completely

comply with the specific emission constraints mask by properly selected source

pulses for a given transmit antenna. Figure 6.5(d)–(f) shows the results for a

planar square dipole of size of 18 mm � 18 mm. The results show that the planar

dipole features better impedance matching within UWB band than the thin-wire

dipole. The spectra of the received pulses by the planar dipole keep almost the

same shape within the UWB band as those of source pulses, whereas the narrowband

thin-wire dipole acts as a narrowband filter to tailor the spectra of the source pulses.

Another important parameter, the efficiency of the transmit antenna can be

evaluated in Equation (6.5):

hrad ¼

Ð1

0
Pt(v)½1� jS11(v)j2� dvÐ1

0
Pt(v) dv

� 100% (6:5)

Efficiency hrad is determined by source pulse and transmit antenna. As an example,

the calculated efficiency of the case discussed in Figure 6.5(b) is about 53%,

where the spectrum conforms well to the emission limit mask but the antenna is a

narrowband design with high return lose in the most of the UWB band.

Figure 6.6 compares the waveforms of the radiated electric fields with s ¼ 30,

45, and 80 ps or sant/s ¼ 1.22, 0.82, and 0.46. The parameter sant/s ¼ L/c

Figure 6.6 Comparison of waveforms of source pulses and the radiated electric fields (at a

point 10 m from the transmit antenna): (a) s ¼ 30 ps; (b) s ¼ 45 ps; (c) s ¼ 80 ps.
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indicates the time for light to travel the length, L of the antenna arm at the velocity

c ¼ 3�108 m/s. Owing to the highpass filtering of the antennas in the FD, the wave-

forms of the radiated pulses distorted [2]. In the Time Domain (TD), the distorted

waveforms of the radiated pulses are basically attributed to the reflection appearing

at the ends (including the input) of the dipole. The pulses radiated from the ends of

the dipole, namely points, O, B, and C, arrive at the receiving antenna located at

point A (in the far-field zone) through the paths of different lengths, namely paths

1, 2, and 3, as illustrated in Figure 6.7. The length difference between the paths

also causes the time delay in the TD or the phase difference in the FD. Therefore,

the length of the dipoles and the orientation of the observation points affect

the waveforms of the radiated pulses significantly.

6.2.5 Transmit–Receive Antenna System

The other crucial criterion of the UWB antennas is associated with the performance

of overall transmit–receive antenna systems. This consideration stems from the fact

that, compared with the antennas in narrowband systems, the antennas or antenna

systems in the UWB systems hardly maintain invariable performance across a

range of a few gigahertz. The variation in the performance of the antennas or

antenna systems significantly affects the waveforms and spectra of the radiated

pulses, as discussed above. As a result, the distortion of the signals received by

a receiver is usually severe. The transfer function can be used to assess the per-

formance of the antenna systems and evaluate the distortion of the received

signals. However, it is difficult to exactly formulate the transfer function between

arbitrary transmit–receive antennas in a close form due to the complicated

Figure 6.7 Multipath model of the radiation from a transmit antenna.
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frequency-dependent features of the antennas [3–6]. Therefore, the effects of the

transfer function jH(v)j given in Equation (6.2) on the output signals are evaluated.

Also, the performance of the antenna systems is measured by pulse fidelity for the

single-band scheme and system transmission efficiency.

The received signals, which are transmitted through both narrowband and

broadband antenna systems, are compared for the single-band and multiband

schemes. The source pulses used in Figures 6.3 and 6.4 are adopted, respectively.

The narrowband and broadband antenna systems comprise a pair of thin-wire

dipoles and planar square dipoles, which have been used in Figure 6.5.

Figure 6.8 illustrates the system transfer function jH(v)j and the radiation

transfer function jHrad(v)j for the narrowband and broadband antenna systems.

The comparison shows that the broadband antenna system features a flatter jH(v)j

or Hrad(v)j than the narrowband antenna system within the UWB band.

Figure 6.9(a)–(c) shows the waveforms of the received signals in the single-

band and multiband schemes, when the signals go through the narrowband thin-

wire dipole system. The pulse waveforms illustrated in Figure 6.9(a) and (b) are

not identical with the waveforms of source pulses, even the radiated pulses shown

in Figure 6.6. In the single-band scheme, the severe distortion results mainly from

the narrowband filtering of the antenna systems. In other words, the dispersion in

magnitude and phase of jH(v)j results in the distortion of the pulse waveforms.

In a multiband scheme, the change in the magnitude of jH(v)j causes the uneven

envelope of the magnitudes of the received signals, which accords with the shape

of jH(v)j shown in Figure 6.8. Figure 6.9(c) displays the group delay and the

variation in the group delay, which also distort the signals, especially when a

large change in the group delay occurs. Due to narrowband operation, the

Figure 6.8 Magnitude of system transfer function jH(v)j and the radiation transfer function

jHrad(v)j � 1 m for narrowband and broadband antenna systems.
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Figure 6.9 (a) and (d) The waveforms of received signals in a single-band scheme; (b) and

(e) the waveforms of received signals in a multiband scheme; (c) and (f) the group delay and

its variation of jH(v)j.
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Figure 6.9 Continued.
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latter usually has linear phase response across the operating band. The important

influence of the group delay leads to the shift in carriers. That means that the

maximum energy can be detected at different frequencies from the original

carrier.

As a comparison, a broadband planar dipole system was used to transmit and

receive the pulses. The waveforms of the received signals in the single-band and

multiband schemes are illustrated in Figure 6.9(d)–(f). Compared with the pulse

waveforms illustrated in Figure 6.9(a) and (b), the pulse waveforms shown in

Figure 6.9(d) and (e) change less. The pulse waveforms in the single-band

scheme are similar to the second Rayleigh pulses. The longer the pulse is, the

longer the time delay is. This reveals that, in the TD, the reflection occurring at

the ends of the dipoles essentially brings on the distortion of the waveforms,

although the source is well matched to the input of the antenna within a broad

bandwidth. Because of the flat magnitude response of the planar dipole, the

envelope of the pulse magnitudes in the multiband scheme is more even than that

shown in Figure 6.9(b), which also agrees with the shape of the magnitude

planar dipole shown in Figure 6.8. However, it should be noted that the group

delay and the variation of the group delay depicted in Figure 6.9(f) are greater

than those shown in Figure 6.9(c) since the planar dipoles are larger than the

thin-wire dipoles.

Figure 6.10 demonstrates the frequency shift of each modulated pulses

with respect to the 15 carriers. The curves of the frequency shift are closely

related to the system response shown in Figure 6.8. It suggests that, in the

multiband scheme, the signals are primarily affected by the magnitude of the

system response because the group delay varies slightly within one width-limited

sub-band.

Figure 6.10 Frequency shift in terms of maximum fidelity at the varied detecting frequen-

cies for a broadband antenna system.
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To evaluate the transmit and receive capability of the antenna systems, Equation

(6.1) is rewritten as Equation (6.6):

10 log
Pr(v)

Pt(v)

� �
¼ 10 log

�
1� jGt(v)j2
� 	

1� jGr(v)j2
� 	

� Gr(v)Gt(v)jr̂t(v) � r̂r(v)j2
l2

4p

� �

� 10 log (4pr2)

¼ h(dB)� 10 log (4pr2) (6:6)

where the term h is independent of the distance between the transmit and

receive antennas and indicates the transmit and receive capability of the antenna

systems.

Figure 6.11 shows that for both single-band and multiband schemes, the broad-

band antenna system always transmits and receives the pulses much more

efficiently than the narrowband antenna system. Figure 6.11(a) further suggests

that, for a given antenna system in a single-band scheme, the system efficiency be

also dependent on the pulse widths. Moreover, Figure 6.11(b) points out that the

efficiency of a given antenna system varies with the carriers applied to a multiband

scheme.

In addition, the fidelity of the signal of an antenna system is used to assess

the quality of a received pulse and select a proper detection template, parti-

cularly for the single-band scheme [7]. The definition of the fidelity is given in

Equation (6.7):

F ¼ max
t

ð1

�1

L½ psource(t)�poutput(t � t) dt (6:7)

where the source pulse psource(t) and output pulse poutput(t) are normalized by their

energy, respectively. The fidelity F is the maximum integration by varying time

delay t. The linear operator L[.] operates on the input pulse psource(t). Evidently,

the template at the output of a receiving antenna may be L[ psource(t)] not the

simple psource(t) for maximum fidelity. The calculated fidelity F for the single

band scheme and different operators L[.] is tabulated in Table 6.1.

From Table 6.1, it is seen that the waveforms of the received pulses are not iden-

tical to those of the source pulses, especially for narrowband antenna systems. For

sinusoidal templates, the fidelity F for the narrowband antenna system is much

higher than that for the broadband one with the narrow bandpass filtering function.

By optimizing Rayleigh’s templates, the fidelity F can be increased greatly up to

more than 0.9. The order n . 1 of the Rayleigh pulse suggests the differential func-

tions of the antenna system. For the broadband antenna system, the order is just

4. However, the order n for the narrowband antenna system is larger than that for

the broadband antenna system and increases as the pulse becomes wider or the

ratio of L : c less.
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TABLE 6.1 Calculated Fidelity for the Pulses in the Single Band Scheme

Antenna

System

Source

psource(t)

with s, ns

F for

Template

Psource(t)

F/v, GHz,

for Template

sin(vt)

Template, nth-order

Rayleigh Pulse

F Order, n s, ns

Narrowband 30 0.74 0.80/6.16 0.89 6 83

45 0.77 0.83/5.82 0.95 7 99

80 0.58 0.88/5.25 0.99 12 149

Broadband 30 0.70 0.62/3.86 0.94 4 78

45 0.81 0.72/3.73 0.93 4 91

80 0.87 0.87/3.21 0.95 4 129

Figure 6.11 System transmission efficiency, h, for narrowband and broadband antenna

systems: (a) single-band scheme; (b) multiband scheme.
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6.3 ANTENNA AND PULSE VERSUS BER PERFORMANCE

In Section 6.2, the design considerations of the UWB antennas and source pulses

have been discussed in terms of S parameters, transfer functions, systems

efficiency, group delay and fidelity. These parameters have been used in the

design of UWB antenna systems. However, in a systems point of view, the key per-

formance parameter for wireless communications is BER. In this section, the effects

of the antennas and source/template pulses on BER performance of pulsed UWB

systems are evaluated. The pulsed UWB system is characterized in both TD and

FD. The BER performance of the system is formulated in terms of antenna

system transmission efficiency, fidelity between the received pulse and the template

pulse, and incident power. As examples, the BER performance of the system with

varying antenna systems and source/template pulses is discussed in the free-space

channel with additive white Gaussian noise (AWGN).

6.3.1 Pulsed UWB System

Figure 6.12 shows a pulsed UWB system with a pair of transmit and receive anten-

nas separated at a distance D in a free space, where the antennas in the far field

region of each other in the UWB band. The transmit antenna is driven by a

source with an internal impedance Z0, and the receive antenna is terminated with

a load impedance Zload [7].

Figure 6.12 A pulsed UWB system.
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In the TD, the source signal vs(t) and the received signal at the load vr(t) are given

by Equations (6.8) and (6.9)

vs(t) ¼
XN

k¼1

akw(t � kTs) (6:8)

vr(t) ¼
XN

k¼1

akr(t � kTs) (6:9)

where, N is the transmitted symbol number, w(t) and r(t) are the source and received

pulses, and fakg are the transmitted symbols. Assume each ak takes the value

of either þ1 or 21 with equal probability, and am is independent of an when

m = n. Ts is the symbol duration, and the data rate is Rb ¼ 1/Ts.

The received load voltage is contaminated with additive white Gaussian noise

(AWGN) n(t), which is a zero mean stationary stochastic process with the Gaussian

distribution and a constant power spectral density (PSD). The noise PSD N0 is

related to the time autocorrelation of n(t) by using Equation (6.10)

E(n(t)n(t þ a))

Zload

¼
1

2p

ðþ1

�1

N0ejvadv ¼ N0d(a) (6:10)

where, a is a time delay, E(X) takes the expectation of the random variable X, and

d(a) is the Dirac function. The signal x(t) ¼ vr(t)þ n(t) mixed with noise is detected

by the correlator with the local template u(t) given by Equation (6.11)

u(t) ¼
XN

k¼1

p(t � kTs � t) (6:11)

where, p(t) is the template pulse, and t is the time shift which can be adjusted by

the correlator for the desired BER performance. For the k-th transmitted symbol,

the correlation output Ck is given by Equation (6.12)

Ck ¼ Rk þ Nk (6:12a)

Rk ¼ ak

ðþ1

�1

r(t � kTs)p(t � kTs � t)dt (6:12b)

Nk ¼

ðþ1

�1

n(t)p(t � kTs � t)dt: (6:12c)

where, Rk and Nk are the signal and noise components as in [8].

Then the correlation outputs are fed into the decision device, where the carried

symbols are determined and output. Since the noise n(t) is AWGN in nature, Nk

is a zero mean random variable with the Gaussian distribution. As a result, the
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@Spy

SNR and the BER can be computed by Equations (6.13) and (6.14) [9]

SNR ¼
jRkj

2

E(jNkj
2)
¼

Ðþ1

�1
jr(t)j2dt

N0Zload

ðþ1

�1

r(t)ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiÐþ1

�1
jr(t)j2dt

q p(t � t)ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiÐþ1

�1
jp(t)j2dt

q dt

�������

�������

2

(6:13)

BER ¼ Q(
ffiffiffiffiffiffiffiffiffi
SNR
p

) ¼
1ffiffiffiffiffiffi
2p
p

ðþ1

ffiffiffiffiffiffi
SNR
p

e�t2=2dt (6:14)

where the correlator usually chooses the maximum t (tmax) for the maximum SNR,

namely

SNR ¼

Ðþ1

�1
jr(t)j2dt

N0Zload

ðþ1

�1

r(t)ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiÐþ1

�1
jr(t)j2dt

q p(t � tmax)ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiÐþ1

�1
jp(t)j2dt

q dt

�������

�������

2

¼

Ðþ1

�1
jr(t)j2dt

N0Zload

(F(r(t), p(t)))2 (6:15)

where, the fidelity F(r(t), p(t)), as a measure of the resemblance between r(t) and

p(t), is defined by Equation (6.16) [1]

F(r(t), p(t)) ¼ max
t

ðþ1

�1

r(t)ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiÐþ1

�1
jr(t)j2dt

q p(t � t)ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiÐþ1

�1
jp(t)j2dt

q dt

�������

�������
(6:16)

In the FD, the antenna system can be described by an orientation-dependent transfer

function H(v) which was defined by Equation (6.2). Using the incident wave

power Pinc to the transmit antenna and the received power Pr at the load as well

as the received and source pulses R(v) and W(v), the antenna system transmission

efficiency hsys can be expressed as Equation (6.17)

hsys ¼
Pr

Pinc

¼
4Z0

Ð
BW
jH(v)j2jW(v)j2dv

Zload

Ð
BW
jW(v)j2dv

: (6:17)

Therefore, the SNR in Equation (6.15) can be rewritten in terms of Pinc, hsys, F(r(t),

p(t)), Rb, and N0 as

SNR ¼
Pinchsys

RbN0

(F(r(t), p(t)))2: (6:18)
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By using Equations (6.14) and (6.18), the performance of the antenna system and the

selections of the source/template pulses are related to the BER performance of

the pulsed UWB system. The most important parameter of the antenna system is

the transfer function H(v) for characterizing the pulsed UWB system in the FD

because it integrates all of the important antenna parameters including gain, impe-

dance matching, polarization matching, path loss, and phase delay as mentioned in

the previous section.

From Equations (6.14) and (6.15), it can be seen that for certain incident power

at a transmitter, the SNR is proportional to the system transmission efficiency and

the fidelity between the received pulse and the template pulse. In the other words,

with the fixed data rate and the noise environment, the higher transmission efficiency

and fidelity which are determined by the selected antenna systems and source/
template pulses will be capable of providing the higher SNR.

6.3.2 Effects of Antennas and Pulses

The effects of antenna systems and source/template pulses on the BER performance

of UWB systems are discussed by selecting the antenna systems with varying source

and templates. In the study, the Rayleigh pulses given in Equation (6.4) are used as

the source pulses and templates. Two antenna systems are employed, and each

of them consists of two identical dipoles placed face to face with the distance

D ¼ 1 m for the maximum system gain. Figure 6.13 shows a planar 9 � 2-mm

center-fed strip and a 14 � 14-mm center-fed square dipole antenna systems [10].

Figure 6.13 Three types of antenna systems in the pulsed UWB system.
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Figure 6.14 shows the simulated results for the antenna systems, where the

antenna systems have Z0 ¼ Zload ¼ 100V, the transfer function H(v) ¼ jS21(v)j,

the gain Gt(v) ¼ Gr(v), as well as the group delay of H(v). From Figure 6.14(a),

it can be found that the strip dipole antenna is a narrowband design with a

well-matched frequency range of 6.5–7.5 GHz, whereas the broadband square

dipole covers the whole UWB band well. The 10-dB transmission bandwidth

are, respectively 5.6–10.8 GHz for the strip dipole antenna and 2.6–12.5 GHz

for the square dipole. The group delay of two systems shown in Figure 6.14(b)

is between 3.3 ns and 3.6 ns. The narrowband strip dipole system has the

lower jH(v)j.

Figure 6.15 plots the system transmission efficiency hsys for three antenna

systems for varying source s. The results are similar to that in Figure 6.11. As s

Figure 6.14 (a) The return loss and the gain and (b) the magnitude and group delay of H(v)

for the antenna systems.
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increases from 35 ps to 80 ps, the hsys of the strip dipole antenna system decreases,

whereas the hsys for the square dipole antenna system keeps almost consistent.

Then, the modulated Gaussian pulse g(t) given in Equation (6.19a) with

s ¼ 45 ps is selected as the source pulse, and the n-th order Rayleigh pulse

(n . 1) vn(t) Equation (6.19b) is chosen as the template to detect the received pulses.

g(t) ¼ e
� t

150�10�12

� �2

cos (2pf0t) (6:19a)

vn(t) ¼
dn

dnt
e�

t
sn
ð Þ

2
h i

(6:19b)

The parameters for the templates and the fidelity are tabulated in Table 6.2. The

fidelity for the broadband square dipole antenna system is higher than that for the

strip dipole antenna system if the templates are identical to the source pulses.

However, using the optimal templates, the system can achieve high fidelity even

Figure 6.15 The system transmission efficiency hsys for the antenna systems when source s

is between 35 ps and 80 ps.

TABLE 6.2 The Parameters for the Template Pulses and the Corresponding

Fidelity When Source s 5 45 ps

Antenna

System

Modulated

Gaussian Pulse Source Pulse

The n-th Order

Rayleigh Pulse

f0, GHz Fidelity s, ps Fidelity n sn, ps Fidelity

A 7.0 0.96 45 0.70 10 105 0.95

B 5.0 0.87 45 0.89 3 70 0.93
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for narrowband antenna systems. This suggests that the narrowband antenna system

distorts the transmitted pulses more severely than the broadband antenna system. To

simplify the receiver, a broadband antenna is desired.

Last, the effects of the antenna systems, the template pulses, and the source

pulse with s ¼ 45 ps on the BER performance of the system are examined where

the data rate is Rb ¼ 500 Mbit/s and the noise PSD is N0 ¼ kTF/2, where k is the

Boltzmann’s constant 1.38 � 10223 J/K, T is the room temperature 300K, and F

is the noise figure 6 dB. Figure 6.16 shows the BER with respect to the incident

power and the template pulses for the antenna systems. Two important observations

have been found from the results. One is that the selection of the templates affects

the BER dramatically. For the templates which have higher fidelity, the BER

of the system is lower. The other one is that the antenna performance such as

bandwidth or gain has a significant effect on the BER performance of the system.

The narrowband antenna system has much higher BER than the broadband

antenna systems due to its lower system transmission efficiency.
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&CHAPTER 7

Ultra Wideband Receiver Architectures

HÜSEYIN ARSLAN

7.1 INTRODUCTION

As wireless communication systems are making the transition from wireless

telephony to interactive Internet data and multimedia types of applications, the

desire for higher data rate transmission is increasing tremendously. As more and

more devices go wireless, future technologies will face spectral crowding, and coex-

istence of wireless devices will be a major issue. Considering the limited bandwidth

availability, accommodating the demand for higher capacity and data rates is a chal-

lenging task, requiring innovative technologies that can coexist with devices

operating at various frequency bands. UWB, which has been considered primarily

for use with radar applications in the past, offers attractive solutions for many wire-

less communication areas, including wireless personal area networks (WPANs),

wireless telemetry and telemedecine, and wireless sensors networks. With its

wide bandwidth, ultra wideband has the potential to offer much higher capacity

than the current narrowband systems. Other benefits of UWB include low power

transmission, potential for low-cost and simple transceiver design, immunity to

multipath effects, high resolution (sub-decimeter range), robustness against eaves-

dropping, and easier material penetration.

High-capacity, high-data-rate, simple, power-efficient, low-cost, and small UWB

transceiver design is a challenging task. There are several receivers proposed for

UWB communication. Fully coherent receivers like optimal matched filtering, typi-

cally employed by rake reception, perform well but at the expense of extremely high

computational and hardware complexity. In general, a coherent receiver requires

several parameters (side information) concerned with the received signal, radio

channel, and interference characteristics. Multipath delays, channel coefficients

for each delayed multipath components, and distortion of the pulse shape need

to be estimated for optimal coherent reception. Note that, in UWB, the number of

multipath components is very large (can be a few hundred). Note also that, given
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the total constant transmitted power, the power in each of these multipath com-

ponents will be very low. Therefore, estimating the delays and coefficients from

the received multipath components is an extremely challenging task. If care is not

taken, fully coherent reception might lead to very poor overall system design. There-

fore, receivers that relax these would also be preferable.

Noncoherent (or lightly coherent) receiver designs in UWB relax the amount of

information that needs to be estimated accurately for the detection of the transmitted

bits. In other words, the synchronization, channel estimation, and pulse shape esti-

mation is not as stringent as in the case of the fully coherent receivers. Some of the

noncoherent transceiver designs include transmitted reference (TR) based UWB,

energy detector, and differential detector. Common to all these approaches is that

the channel estimation and received pulse estimation are not necessary. Also, the

timing estimation is easier and the receiver performance is more immune to the

timing mismatch.

In this chapter, several transceiver designs for IR-based UWB signals will be

studied. The transceiver requirements and the related trade-offs like performance,

capacity, hardware, and computational complexity regarding practical designs

will be discussed. The impact of UWB radio channel, self- and other user-interfer-

ence, sampling rate, and modulation options on the receiver design will be

explained. Various UWB receivers will be compared in terms of performance and

other important criteria. First, an optimal matched filtering and its implementation

using rake receivers will be provided. Then, various simpler and less coherent ver-

sions of the rake reception that trade off performance for complexity will be over-

viewed. Another popular receiver that employs reference pulses associated with

the transmitted data pulses, referred to as TR-based UWB, will be examined and

compared with the rake reception. It will be seen that the TR scheme has some simi-

larities with the rake reception, and these common points will be exploited to unify

these approaches. Techniques to enhance the performance of the TR scheme and

various possible implementations will be discussed. Another technique which is

similar to the TR scheme and avoids the transmission of the reference pulse by

employing differential encoding in the transmitted symbols will be explained. The

receivers that will be discussed in essence correlate the received signal with itself

(auto-correlation) or with a local template (cross-correlation) at the receiver.

Finally, receivers that only receive the energy of the received signal over trans-

mission intervals and subsequently make decisions based on the received energy

(energy detector) will be studied. The energy detector (ED) will be compared

with the other receivers and possible improvements of the detection performance

will be explained.

7.2 SYSTEM MODEL

Depending on the type of multiple accessing and other system parameters, various

system models are used for UWB. In order to narrow the scope the focus is on

TH-IR-based UWB. A simple TH multiaccess model of the UWB communication
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system is shown in Figure 7.1. The pulsed UWB approach often transmits many

low-duty-cycle pulses to represent a bit, where the number of pulses in a symbol

is a design criterion which determines the processing gain of the system. The

off-time between two consecutive pulses implies a second type of processing

gain which helps against multipath and multiuser interference, and other users

may transmit in the gaps between these pulses. Note that, rather than a constant

pulse-to-pulse interval, a user-specific TH code can be used to help the channeliza-

tion of the system, while smoothing the power spectral density and allowing a secure

transmission.

The information sequence corresponding to a single user is transmitted using the

TH codes assigned for this user, and can be represented as

s(t) ¼
X1

j¼�1

Abb j=Nsc
vtx(t � jT f � c jTh � dab j=Nsc), (7:1)

where Tf is the nominal interval between two pulses, Ns is the number of pulses per

symbol, and d is the modulation index if the modulation is PPM. The pulse ampli-

tude is represented by A and will be normalized to 1 for simplification. Th represents

Figure 7.1 A simple TH-IR-UWB signal structure: each symbol carrying the information is

transmitted with a number of pulses, where in this figure four pulses represent a symbol.

Pulses occupy a location in the frame based on the specific pseudorandom (PN) code assigned

for each user. Two different codes and the corresponding pulse locations are shown. Note that

these two codes are orthogonal (do not interfere with each other). Another user’s pulses that

interferes with first user’s code is also shown to demonstrate how interference from other

users affects the system. A block in this figure represents a number of symbols where FEC

coding, interleaving, and other MAC layer protocols might be applied.
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the chip duration. Decimal codes {cj} represent a pseudo-random TH code for this

transmission. UWB signals can be modulated in different ways; for example, by

changing the amplitudes of the pulses with bb j=Nsc
, modulations like OOK, BPSK,

positive PAM, and M-ary PAM can be obtained. Similarly, by varying the time pos-

itions of the pulses with dab j=Nsc, modulations like PPM and M-ary PPM can be

obtained.

The transmitted signal passes through a multipath radio propagation channel to

reach the receiver. A single antenna UWB receiver is considered in this chapter.

In addition to the desired signal, interfering signals and AWGN are present at the

receiver input. Therefore, the received signal can be represented as

r(t) ¼
X1

j¼�1

XL

l¼1

gl(t)bb j=Nsc
vrx

l ½t � jT f � c jTh � dab j=Nsc � tl(t)� þ n(t), (7:2)

where gl(t) is the time-varying tap coefficient for the lth tap arriving at time tl(t), L is

the total number of paths, and n(t) is the noise term which includes both AWGN and

other interference sources. Note that the received pulse is shown to be different from

the transmitted pulse and varies for each multipath component.

The composite noise n(t) is often modeled as AWGN (folding the interfering

sources to the AWGN), assuming that the number of interferers is large and the

receiver is not hit by a dominant interfering source. This assumption simplifies

the receiver design and analysis of many receivers. However, often the noise can

be dominated by a strong interference and, as will be mentioned later, by designing

receivers that take into account the statistics of the dominant interfering sources, the

performance and capacity of the system can be enhanced. The specific character-

istics of the interference sources and the appropriate models for various interfer-

ences will be described later.

7.3 UWB RECEIVER RELATED ISSUES

There are several issues that impact the design of a receiver in UWB. In this section,

some of these issues will be discussed.

7.3.1 Sampling

The ability of sampling the received signal is one of the most critical issues in UWB

receiver design. A full software-defined radio (SDR) based architecture requires

sampling very close to the receiver antenna above the Nyquist rate. Nyquist

sampling also allows implementation of many possible adaptive receiver implemen-

tation and baseband signal processing algorithms for performance improvement.

However, sampling the received signal at (or above) the Nyquist rate requires extre-

mely high sampling frequency, which is currently not feasible for practical

implementation of UWB technology. In addition to the extremely high sampling
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frequency, the analog-to-digital-converter (ADC) must support a very large dynamic

range to resolve the signal from the strong interferers like narrowband interference.

A high sampling rate also requires very powerful signal processing capability. Field

programmable gate arrays (FPGA) and very high speed digital-signal processors

(DSP) are considered for handling the high processing requirements.

Pushing the sampling away from antenna and incorporating some analog front-

end circuitry before the ADC relaxes sampling and ADC requirements. For

example, analog multipliers (for correlating the signal with its delayed version) fol-

lowed by analog integrate-and-dump circuitry are popularly used for TR-based and

differential detectors. In an energy detector, an analog square device followed by

analog integrate-and-dump circuitry is used. In more coherent rake-type receivers,

reduced sampling rates after the correlator outputs are also possible. Depending

on the implementation of the template and correlation, the output of the correlator

can have samples chip-spaced, frame-spaced, and symbol-spaced. Note that

reduced space sampling provides simpler receiver architectures, but the flexibility

of processing the signal will be reduced; therefore, there is a performance vs com-

plexity trade-off. In a TH-IR-UWB system, sub-Nyquist sampling can be done in

several rates:

. Chip Spaced Sampling—this allows analysis of the samples of the correlator

outputs at chip rate. Note that the chip rate is considerably lower than the

Nyquist rate (can be more than an order of magnitude lower depending on

the pulse shape). Chip-spaced sampling can be very useful for implementing

practical interference cancellation schemes, and for combining the samples cor-

responding to symbols optimally.

. Frame Spaced Sampling—frame space sampling is lower than chip-spaced

sampling by the number of chips per frame. The statistics of the received

signal at each frame could be useful for interference cancellation, optimal

pulse combining, etc. For example, in employing some MAI cancellation tech-

niques, sampling at frame rate would be useful for chip discarding [1–4]. Also,

minimum-mean-squared-error (MMSE) combining of the pulse within a symbol

can exploit the statistics available in each frame. MMSE combining has the

ability to reduce various interference effects as will be discussed later.

. Symbol Spaced Sampling—provides a low sampling rate with reasonably good

performance receivers. Some interference cancellation techniques can still be

employed at the symbol-spaced sample outputs. However, information like

which pulse is more interfered with than others cannot be obtained from

these samples. Also, the statistics across different pulses will be lost.

7.3.2 UWB Channel and Channel Parameters Estimation

In UWB, the transmission bandwidth is extremely large, which leads to multiple

resolvable paths. For a given transmitted power, the power is distributed over extre-

mely large bandwidths, and hence causes very low interference to narrowband users.
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In time domain, the high resolvability due to wide bandwidth can affect the receiver

performance. Since the total power is distributed over many multipath components,

the power in each of these individual paths will be very low [5].

Note also that, when a wave reflects off an object or penetrates through a material

in the process of multipath propagation, the effects are frequency-sensitive and

therefore the transmitted waveform is filtered in some way. Hence, the resulting

single multipath component may actually be represented by several or many

terms in the model. This suggests that a channel model for UWB signals that is

more closely related to physical propagation paths and the pulse shape associated

with a propagation path depends on that path.

If the receiver knows the effect of the channel perfectly on all these paths, a

capacity close to AWGN channel can be obtained [6, 7]. However, in reality, for con-

ventional coherent receivers, the effect of the channel on the transmitted signal must

be estimated to recover the transmitted information. As long as the receiver is able to

estimate what the channel did to the transmitted signal, it can accurately recover the

information sent. The channel estimation includes estimation of the multipath

delays, multipath coefficients, and the estimation of the received pulse due to the

effect of the channel. Since the channel is random and time-varying, the estimation

process needs to be continuous to be able to adapt the changes in the channel.

In coherent receivers, the error in channel parameter estimation can degrade the

performance significantly. As a result, if the transceivers are not designed properly,

increasing the bandwidth indefinitely might reduce capacity [6]. Therefore, there are

several main issues that need to be taken into account regarding the estimation of

multipath delays, coefficients, and received pulse in UWB systems. The first is

the large number of multipath components, which implies a huge amount of par-

ameter estimation. The second issue is the very low power, and hence low SNR,

in each of these multipath components, making the accurate estimation very diffi-

cult. The third issue is the time-variation of the channel, which requires continuous

update of the estimate. Finally, fast and accurate channel parameter estimation

requires the transmission of training bits along with the data bits. The number and

frequency of these training bits depend on several things, including the SNR,

number of resolvable paths, and desired performance. Increasing the training bits

reduces the data rates and capacity while improving the receiver performance.

Synchronization Synchronization can be roughly described as the process of

providing the same time reference for the receiver as is used for the transmitter.

In other words, the synchronization operation is a search operation, where the recei-

ver searches for the correct timing of the transmitted signal and locks onto it.

In UWB, synchronization is more difficult compared with other narrowband

systems. Fast and accurate acquisition with low overhead is desired. Without a

correct timing synchronization, demodulation and data detection are not possible.

Synchronization in general can be grouped as course and fine synchronization.

Course synchronization involves detection of the existence of the signal and aligning

the receiver with the correct transmitted pulse and symbol sequence. The fine syn-

chronization is locking the receiver to the correct pulse timing. In rake receivers, the
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receiver needs to lock into the appropriate path positions. Estimation of the proper

finger positions is part of the synchronization process. Note that often timing esti-

mation of the strongest path is not enough for dispersive NLOS channels as the

energy from the other paths is not exploited. Therefore, estimation of multiple

finger locations increases the synchronization complexity. In less coherent

schemes (TR, differential detector, and energy detector), the receiver is not required

to lock into the individual multipath components. Instead, the receiver locks into

where the clusters of the multipath components are gathered (the start and end

point for the integration region). More important than this, these receivers, as will

be discussed later, are less sensitive to timing jitters. Note that, due to the very

narrow pulses, a slight error in the estimation of delays will lead to significant per-

formance degradation for rake and correlator receivers. On the other hand, in less

coherent schemes, a slight shift in the integration region will not result in a signifi-

cant performance degradation, making the system more robust to synchronization

errors and allowing the use of less complex synchronization algorithms.

In addition to time synchronization, clock synchronization is also important. If

the receiver and transmitter clocks have the same frequency, the position of the

pulse and template do not change with respect to each other across the different

pulses. Therefore, clock synchronization is an integral part of the receiver. The

clock difference at transmitter and receiver needs to be estimated and compensated

continuously.

Estimation of Multipath Coefficients Similar to estimation of the multipath

delays, the estimation of multipath coefficients is very difficult from multipath com-

ponents that have very low SNR. Also, estimation of several hundred multipath coef-

ficients is not feasible for all-rake-type receivers. Instead, the coefficients over

selected taps need to be estimated. The channel estimation can be avoided for

some modulation options (like PPM, OOK) by implementing noncoherent reception.

Received Pulse Shape Estimation In receivers that employ a local template

for the correlations (i.e., rake and correlator receivers), knowledge about the

received pulse is important to be able to correlate the received signal with a local

template. The local template (which is known from previous work) is the estimated

pulse shape [8]. Note that the received pulse shape is not the same as the transmitted

pulse shape [9–11]. The channel and antennas can distort the pulse. As mentioned

before, the distortion due to the channel can be different for different multipath

delays. This might create many problems in employing optimal coherent reception.

Estimation of the pulse shape at each multipath delay in addition to the above esti-

mates is extremely difficult. One common approach is to assume the distortion to be

the same over all multipath delays and estimate a single received pulse shape.

However, the pulse shape needs to be estimated. Other simplifying assumptions

involve assuming the received pulse to be the same as the transmitted pulse, or

just using the derivative of the transmitted pulse [12]. However, these assumptions

degrade the performance of the coherent receivers if the received pulse does not

match the template used in the receiver [8, 13]. The noncoherent receivers (TR,
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differential detector, or energy detector) do not require a local template, and avoid

the need to estimate the pulse shape.

7.3.3 Interference in UWB

In addition to the radio channel, the interference in UWB systems affects the receiver

performance and the receiver choice significantly. Interference can be due to various

sources including MAI, NBI, ISI, and IFI. Note that, compared with the AWGN, these

interferences are colored and the receivers can take advantage of the correlation for

improving the receiver design. Coherent detection allows cancellation of several

sources of interference. However, as mentioned before, many interference cancella-

tion routines require additional a priori information about interference statistics, like

operation frequency, power, time/frequency/space correlation, and code of the inter-

fering signal. Some of the major interference sources are as follows.

IFI This is the interference that arises when the minimum pulse-to-pulse duration

is shorter than the maximum excess delay of the channel. If frame-spaced samples

(or better) are available, some form of interference cancellation can be employed.

IFI cancellation increases the complexity but the performance and data rates can

be improved significantly.

ISI This is a problem for high-data-rate systems. Equalizers can be employed to

handle ISI. Symbol-spaced samples will be adequate to employ equalization.

There are several possible equalization techniques. Simple and efficient equalization

is a key issue. The techniques that are used for narrowband systems can be employed

here as well.

NBI The very low transmission power and large bandwidth enable UWB systems

to co-exist with other narrowband systems without interfering with them. However,

the effect of the narrowband signals on the UWB signal can be significant and may

jam the UWB receiver completely. Even though the narrowband signals interfere

with only a small fraction of the UWB signal spectrum, due to the large relative

power of the narrowband signals with respect to the UWB signal, the performance

and capacity of UWB systems can be affected considerably. Therefore, the UWB

receivers might need to employ NBI suppression techniques to improve the perform-

ance, capacity, and range of communication.

The current trend in NBI is to avoid the transmission (using multicarrier and

multiband approaches) of the UWB signal over the part of the frequency where

NBI is strong. However, this restricts the transmission of UWB waveforms. The

NBI can also be suppressed at the receiver, which relaxes the transmission

format. However, this increases the receiver complexity. Analog bandpass filtering

before the reception of the signal [14], notch filtering and peak clipping [15], and

MMSE combining [16–20] are some of the approaches that are considered for

cancelling NBI. Further research is needed in NBI cancellation. NBI is discussed

in more detail in Chapter 11.
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MAI The coexistence of a large number of UWB transmitters in a dense environ-

ment is very important. The transmitted signals of each user share the same spec-

trum, and simultaneous transmissions by multiple users are popularly achieved by

TH or DS spreading codes. Ideally, it is desired to have orthogonal codes for

each user. However, in practice the received signal from different users is not

orthogonal because of multipath, asynchronous transmission. Also, designing

perfect codes with zero auto- and cross-correlation properties for all shifts is not

possible. As a result, MAI in UWB communication systems is a major problem.

Multiuser interference cancellation receivers have been studied extensively for

narrowband TDMA-based systems [21–23] as well as CDMA-type wider band

wireless communication systems [24]. The effectiveness of interference cancellation

receivers relies on the ability to separate the desired signal from the interferer(s). In

UWB, multiuser interference cancellation has not been studied extensively.

Approaches that use MMSE combining of rake fingers [25] and the techniques

that are used for CDMA are recently being considered for UWB [26, 27].

7.3.4 Other Receiver-Related Issues

Even though some important issues that impact the receiver design are given above,

there are many other factors that affect the receiver design and choice. For example,

the modulation that is used at the transmitter impacts the receiver design. If

the transceiver complexity and cost are the primary concerns, a scheme that

enables noncoherent demodulation (OOK, positive PAM, PPM, and M-ary PPM)

is preferable. On the other hand, some other modulations like BPSK, M-ary PAM,

and QAM require coherent demodulation and have the potential to provide better

performance.

Similarly, the specific application in using UWB also impacts the receiver design.

Some applications require high data rates and capacity, motivating the use of high

performance receivers. Some other applications require low data rates, low cost,

and low powers where simple noncoherent receivers can be employed. In some

applications, the system might be noise-limited compared with others where the

system performance is affected by strong interference sources. Ideally, a receiver

that works for all kinds of conditions, for a variety of data rates, for a variety of cov-

erage scenarios, with very low cost, low power and small size, is desired. Accom-

modating all this in a single structure might not be possible. Therefore, adaptive

transceiver design, which has already gained a significant amount of interest for

the new generation of wireless standards, also needs to be considered for the

design of efficient UWB systems and transceivers.

7.4 TH-IR-UWB RECEIVER OPTIONS

A generic UWB receiver structure is shown in Figure 7.2. Depending on the

implementation, the received signal can be sampled in various places. Two possible

sampling points, before the multiplier and after the integrator, are shown in the
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figure. As mentioned before, sampling after the integrator allows a low sampling

rate with analog front end circuitry. Sampling before the multiplier allows all

digital, flexible, and software-defined radio-based receiver designs.

The optimal matched filtering and simplified versions implemented as rake and

simple single correlator receivers correlate the received signal with a local template.

The local template can be a pulse template (pulse-matched filter), a frame template

(frame matched filter), or a template that includes multiple pulses (symbol matched

filter) to include the relative delays between pulses based on the TH code. In either

case, the template needs to be estimated locally based on the received signal by

transmitting some training sequences or blindly. This type of receiver, which corre-

lates the received signal with a template, is often referred as “locally generated refer-

ence” systems [28] or simply as “correlation” receivers [29]. Alternatively, the

received signal can be correlated by itself, which leads to “autocorrelation” receiver

structures [30]. There are several possible autocorrelation receiver structures. If the

delay element in the figure is zero, this will end up being an energy detector, where

the multiplier can be used as a square device. In differential detectors, the delay is

the time difference between consecutive symbols. In transmit reference schemes, the

delay is the difference between the reference and data-bearing symbols.

Note that in rake reception often each possible finger can be implemented in par-

allel branches and these fingers are combined after the integrator. In this case,

Figure 7.2 represents one of these parallel branches. Alternatively, the local template

might include all the finger elements. Note also that Figure 7.2 shows a generic

receiver. Several other alternative implementations, which cannot be represented

in this structure, are also possible.

After the bandpass filter (BPF) the signal and noise components of the received

signal given in Equation (7.2) will be affected. In the signal component, the filter

effect can be folded into the channel. Therefore, in the received signal model

given in Equation (7.2), we assume that the channel includes the received and trans-

mitted filter effects. In the noise component at the output of the filter, the noise stat-

istics might change, as the noise spectrum after the filter will include the filter

response. Therefore, even if the noise can be assumed to be white before the

filter, the noise after the filter will be colored due to the filter response. However,

for similar reasons to those mentioned before (to simplify the receiver design and

analysis), the noise after the filter is also commonly assumed to be white and

Figure 7.2 A generic UWB receiver structure.
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Gaussian distributed. In this chapter, we will use the same signal model as given in

Equation (7.2) after the receiver filter, as the noise in that model is general enough

that the filter effect can also be folded into the noise as needed.

7.4.1 Optimal Matched Filter

In matched filtering, the basic principle is to estimate the noiseless replica of the

received waveform and to use this estimate as a filter to maximize the SNR at the

output of the matched filter. In AWGN channels (no other user’s interference and

self-interference), the matched filtering provides an optimal receiver in the sense

that it minimizes the probability of error.

For matched filtering, the local template used in Figure 7.2, based on the received

signal model given in Equation (7.2), can be written as:

XL

l¼1

ĝl(t)v̂
rx
l (t � jT f � c jTh � t̂l): (7:3)

Note that the local template estimate requires the estimate of the channel coefficients

ĝl and corresponding delays t̂l as well as the received pulse shape estimate v̂rx
l for all

L resolvable multipath components. Imperfect estimation of these channel coeffi-

cients will affect the performance greatly. The time-hopping code sequence is

assumed to be known at the receiver.

The matched filter can be implemented in a rake receiver (multiple parallel cor-

relators and optimal combining) structure, as shown in Figure 7.3, where the local

templates are the estimated received pulse shapes in each parallel branch. The tem-

plate used in each branch just matches to the received pulse shape with the estimated

delays and TH codes. The estimated tap coefficients are then used for combining

different branches optimally by maximal ratio combining (MRC).

As mentioned before, various implementations are possible depending on the

desired sampling rate at the output of the correlator. For example, the local template

can be a train of (Ns) pulses with the delays between them according to the used TH

code. Each correlator output will be the symbol-spaced samples. Note that the inte-

gration time in the correlators is one symbol period. The starting point of the inte-

grators in each branch will be determined by the tap delay estimate. If the local

correlator is a single pulse (instead of a pulse train), frame-spaced samples can be

obtained. In this case, the integrator needs to be triggered depending on the tap-

delays and relative delays due to the time hopping codes used for each pulse. The

advantage of the frame-spaced sampling is that the samples obtained for each

frame can be combined optimally to improve the detection of the symbols.

Approximate Solutions Derived from Matched Filtering Even though the

matched filtering receiver described in previous section performs well, it comes at

the expense of computational and hardware complexity, especially for UWB
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signal reception. Depending on the available side-information, there are various sub-

optimal ways of implementing rake reception.

The received pulse shape, which is one of the most challenging things to estimate,

can be assumed to be the same for all the fingers so that only a single pulse can be

Figure 7.3 A basic rake receiver structure: correlation is followed by weighted combining.

In the correlation, each parallel branch is tuned to a different multipath location. The local

templates in each branch require the knowledge of the received pulse shape. The outputs of

the correlator are sampled in frame or symbol-spaced depending on whether the template

is a single pulse or a train of pulses.
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estimated and used in each branch. Even though this reduces the complexity, a

common received pulse shape estimation for all the fingers is still not an easy

task. Alternatively, a fixed pulse shape can be used in the receiver, which avoids

the need for pulse shape estimation. For the fixed received pulse template, the trans-

mitted pulse can be used at the receiver. Several earlier publications also considered

the use of a fixed received pulse that takes the antenna effects into account (like the

use of the first derivative of the transmitted pulse). However, various antennas might

have a different effect on the transmitted pulse shape.

Another simplification over the optimal matched filtering can be made by avoid-

ing the need for channel tap coefficients estimation. However, this requires the use of

noncoherent modulation options like PPM and OOK. Also, optimal combining is not

possible if individual tap coefficients and tap powers are not available.

In order to fully exploit all the available multipath components, the rake receiver

implementation given in the previous section includes a finger associated for all

possible paths (all-rake). As discussed before, in UWB, the number of possible

resolvable paths can run into hundreds. Much lower complexity rake reception

can be obtained by limiting the number of fingers and only considering the energies

in the stronger paths [6, 31]. Such receivers are referred as selective-rake (S-rake). In

the limiting case, if only a single finger that is locked to the strongest path is con-

sidered, a single-correlator receiver is obtained. However, a single correlator

receiver can be operating a 10–15 dB signal energy disadvantage relative to the

all-rake. This performance gap will close as the number of fingers that include the

significant paths increases [6, 31], giving a performance vs complexity trade-off.

Extension of Optimal Receiver to Colored Noise and Interference
Scenarios So far, the noise term at the receiver is assumed to be AWGN; self-

interference like ISI and IFI, and other user interferences like multiple access inter-

ference and narrowband interference are ignored. When the noise is not white, as in

the case of narrowband interference or multiple access interference, the matched

filtering will not provide the optimal solution. The correlation of the interference

across different fingers, or across different UWB pulses within a symbol, can be

exploited for better receivers. An interference rejection combination that is robust

against MAI and NBI provides good performance at the expense of additional com-

putational complexity. Also, this requires additional information about the interfer-

ence statistics, which need to be estimated from the received signal. For example,

the autocorrelation of the interference across the correlator outputs needs to be esti-

mated. Interference combining reduces to MRC when the noise across the fingers

(correlator outputs) is uncorrelated, as in the case of AWGN.

Since DS-CDMA and TH-IR both employ user-specific multiple access

sequences to share the spectrum, almost all of the interference cancellation

methods used in DS-CDMA (such as those in [32]) can be considered for TH-IR.

However, it is worth mentioning that interference cancellation is practically a

very challenging task for UWB. Therefore, the unique signaling scheme of TH-IR

systems needs to be exploited for efficient implementation of low-complexity inter-

ference cancellation methods. For example, in MAI cancellation, the sparse
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signaling scheme of UWB can be exploited. If there is interference from a certain

user, it only affects certain pulses, but not all the pulses of the desired user. This

fact implies that it may be sufficient to consider only certain users and certain

pulses when designing the interference canceler, which considerably decreases

the complexity of the receiver.

In multiuser detection, if the receiver knows the TH sequences and amplitudes of

all the users, and if the system is synchronous (or the receiver can estimate the delays

of all the users and incorporate this into the algorithm), it is possible to identify which

pulses are corrupted by which users. As only certain users significantly interfere with

the desired user, the complexity of the multiuser detection algorithm which considers

only these users will be very low. The ML detector, decorrelator, and MMSE receivers

can therefore be much more practical compared with their direct implementations that

consider all the users [33]. Similarly, subtractive (successive and parallel) interference

cancellation approaches [32] benefit from the signaling scheme of TH-IR systems.

One other approach for multiuser interference suppression in TH-IR is MMSE

combining of the Ns pulses that represent a bit, and/or MMSE combining of rake

fingers [34]. However, this requires an interference correlation matrix across the

correlator outputs and/or across the rake fingers. If the a priori information of code

correlations, received amplitudes, etc., are already available at the receiver, sampling

the correlator output at the symbol rate may be enough for these discussed algorithms.

Alternatively, frame-spaced matched filter outputs can be processed to obtain signal

correlations. However, as mentioned earlier, estimation of correlation information is

extremely difficult in UWB systems compared with cellular CDMA.

In terms of the receiver complexity, probably the most practical multiuser inter-

ference cancellation approach for TH-IR systems is pulse discarding receivers. The

basic idea behind these type of receivers is simply to discard the pulses which are

corrupted. These receivers work well if the number of pulses per symbol, Ns, is

large, and the number of corrupted pulses is relatively low. A blinking receiver

[33] assumes knowledge of the TH sequences of all the users to determine if a

pulse is corrupted or not, and then simply discards the pulse if it is corrupted.

Chip discriminators [1] set an optimal threshold (which is chosen so as to minimize

the BER) on the frame-spaced matched filter outputs, and if they are larger than the

threshold, they discard these corrupted pulses prior to symbol decision. However,

setting an appropriate threshold requires accurate estimation of the channel,

which is also affected by multiuser interference and near/far effects, and often

requires transmission of training symbols.

Similar to multiuser interference, NBI can also be canceled by employing several

approaches at the receiver. The NBI has been discussed in detail in another chapter

in this book. Therefore, readers are referred to that chapter.

The ISI and IFI problems have been avoided in much previous research by

assuming the minimum pulse-to-pulse duration to be larger than the maximum

excess delay of the channel. However, as mentioned before, this will not be the

case in high-data-rate applications and for heavily dispersive channels, hence,

these interferences will be unavoidable in certain cases. In [35], the received

signal passed through a prefilter (time-reversal filter) before processing to reduce
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the effective channel delay spread. By employing such a filter, the majority of the

energy can be collected in a smaller number of multipath components. However,

the prefilter requires the estimate of the channel impulse response, which is also

not an easy task. The MMSE-type receivers can also be used to cancel the self inter-

ference problem. Additionally, equalization can be used to cancel self-interference.

The design of simple and high-performance equalizers for UWB needs to be studied

further. Also, adaptive transceivers that change the pulse-to-pulse duration depend-

ing on the delay spread information can be employed. This reduces the IFI, while

maximizing the data rate. Of course this is a relatively easy task in a single user scen-

ario. Employing such an adaptive strategy jointly for a multiuser scenario is a chal-

lenging task that needs to be studied further.

7.4.2 TR-Based Scheme

The interest in the TR scheme in UWB transceiver design has grown recently. There

is significant amount of effort going into improving the performance of TR schemes

while keeping the complexity at the reasonable level. The basic principle in TR-based

schemes is to transmit a reference (unmodulated) pulse along with the data (modu-

lated) pulses. The reference pulses and the data pulses are transmitted with a delay

between. When the delay is less than the coherence time of the channel, the reference

and data pulses can be assumed to be affected similarly due to the channel. Therefore,

instead of using a local template as described in the previous section, the TR scheme

uses the reference pulses as the template for correlating the data pulses, and for the

demodulation of the transmitted information (Figure 7.4). In this way, an explicit

channel parameters estimation is not needed at the receiver. As a result, TR communi-

cation possesses some advantages when transmitting through an unknown channel,

which severely distorts the transmitted waveforms.

The TR-based scheme has the ability to capture the energy from all multipath

components of the received signal with a simple receiver structure. However, this

gain comes at the expense of a higher noise power, due to the structure of the

Figure 7.4 A simple TR receiver structure.

7.4 TH-IR-UWB RECEIVER OPTIONS 171



TR receiver, but the trade-off is an advantageous one in an environment with suffi-

ciently high and dense multipaths. In sparse channels and in channels that have few

multipaths, the conventional TR-based schemes are not desirable compared with the

high-performance rake and correlator receivers.

Even though the TR scheme is often considered as a noncoherent scheme that

avoids the estimation of pulse shape and other channel parameters, one can also

interpret it as a coherent scheme where the reference pulses are used to estimate

the channel parameters. Essentially, the channel is estimated using these reference

(or pilot) pulses. The estimate over multiple reference symbols can be combined

to improve the quality of the template. There are various way of implementing

the template pulses [28, 36–38]. Templates and data pulses can be transmitted

back-to-back, or the template pulses can be transmitted as a group followed by a

group of data pulses, as shown in Figure 7.5(a).

One of the most striking features of the TR scheme is that the timing requirement

is less stringent compared with a local correlator receiver. Note that the local tem-

plate type of receivers try to match the timing of the received pulse exactly with the

template. However, in the TR scheme, there is no need for a fine timing estimate of

all the multipath components. This has both advantages and disadvantages. The

advantage is less simple timing and more immunity to timing errors. The disadvan-

tage is that, without the fine timing, both the noise and signal over a window

Figure 7.5 Some alternative TR schemes: (a) the reference and data pulses are send as

groups; the reference pulses are averaged to obtain a clean template; (b) the transmitter of

a delay-hopped TR schemes. The delays between reference and data pulses are not fixed;

instead pseudorandom delays are used, which allow a multiplexing capability along with

the random another pseudorandom duration between each group of pulses within a bit.
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(whether there is a multipath component or not) are absorbed. This is one of the

reasons why TR schemes do not provide good performance, as more noise than an

ideal matched filtering is received. In essence, the TR scheme assumes that every-

thing is useful over the integration window. In reality, some samples contain

energy, and some contain noise. If one integrates all of them, than the integrator is

not collecting the energies optimally. One way to solve this problem is to control

the integrator. If the locations of multipath components are known, then the energies

only from these received samples where the multipath components are located need to

be collected. Then, this will end up being a rake reception. As a result, one can make a

TR scheme work as well as a rake receiver if additional parameters about the channel

are known. A simple step towards this is adaptation of the integration interval depend-

ing on the maximum excess delay of the channel [36]. Previous work has shown that

adaptation of the integration interval improves the BER performance of the receiver.

A further step for performance improvement is weighting the output of the multiplier

with some side-information regarding the expected channel delay profile.

Note that, even though the TR scheme does not require the exact timing of the

received pulses, it requires an accurate delay line. A mismatch between the

delays that are used at the transmitter and receiver will affect the performance sig-

nificantly. Matching the receiver delay to the transmitter delay can be challenging

for practical implementations. Figure 7.6 shows the effect of the delay lines mis-

match at the transmitter and receiver. As can be seen, as the mismatch increases,

the signal component of the normalized integrator output decreases, which

reduces the SNR and increases the BER. Notice that the mismatch effect is

related to the received pulse shape correlation.

Figure 7.6 Effect of mismatch (jitter) in the analog delay lines in a TR-based scheme.
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Another important issue in TR scheme is the use of the noisy templates for the

correlation [29, 37, 39]. This problem can be avoided by averaging the reference

pulses to obtain a clean template. However, averaging using analog circuitry is

not a straightforward task. In particular, for TH-IR, the averaging circuit might

require multiple delay lines, or programmable delay lines. In addition, during the

averaging over multiple reference pulses, the channel variation should be taken

into account unless the channel is time-invariant over several reference pulses.

Reducing the noise in the reference signal and using a clean template is one area

that has been studied significantly. In addition to the reference pulses, the data

pulses are also exploited in clean template estimation by incorporating the reliability

of the detected symbols associated with the data pulses. In addition, optimizing the

reference pulses in terms of their power with respect to the data pulses, optimal

number and placement of reference pulses among the data pulses, etc., is also

studied to improve the spectral and power efficiency [37].

The samples at the integrator output in a TR scheme can be represented as

y ¼

ðtþTo

t

½v(t)þ n1(t)�½bv(t)þ n2(t)� dt

¼ b

ð
v2(t) dt

|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}
signal term

þb

ð
v(t)n1(t) dt þ

ð
v(t)n2(t) dt þ

ð
n1(t)n2(t) dt

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
noise term

(7:4)

where t is the integration start point, To is the integration interval, and v(t) is the

effective channel that contains all the multipath components. Notice that the noise

part of the received samples consist of three terms due to the noise in the template

and the noise in the signal. If the template is not averaged and assuming AWGN, the

noise components in template [n1(t)] and signal [n2(t)] will have the same variance.

When the template is averaged over several pulses, the noise variance in the tem-

plate will be lower depending on the averaging size. The power of the signal com-

ponent that is captured depends on the integration window. Ideally (when the

template is perfect), the integration interval should be large enough to capture all

the energy in all the multipath components. However, in practice, due to the

noise, there is an optimal integration interval that optimizes the performance of

the receiver. Assuming white Gaussian noise for the noise components and repre-

senting the signal term as Es, the total noise variance and SNR at the output of

the integrator can be given as

s2
total ¼ Es

No

2
þ

No

2Nav

� �
þ

N2
o

2Nav

ToBw

SNR ¼
E2

s

s2
total

(7:5)

where No=2 is the double-sided power spectral density of the AWGN in the received

signal, Nav is the averaging size (if averaging is employed) for the template, and Bw

is the single-sided bandwidth of the receiver. Note that the channel is assumed to be
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constant over the averaging window size Nav. The averaging window size should be

chosen carefully to make sure that the channel is constant over the averaging

window. Notice that, when Nav goes to infinity and for a constant channel assump-

tion, the performance of the TR scheme approaches perfect matched filtering per-

formance. Notice also that, as Nav increases for a given No=2 and channel power

delay profile, the integration interval can be increased to improve the SNR.

In addition to single user performance, multiple accessing capability of TR

schemes and techniques to improve multiuser performance is also important. If

not designed properly, TR schemes are expected to be more susceptible to MAI

and to other interference sources. First of all, the TR schemes experience more inter-

ference due to the integration of the multiplier output over a window that both

desired pulses and possible interfering sources exist. This requires careful design

of the multiple access codes so that the number of hits by other sources will be

reduced. Also, many of the interference cancellation techniques that are suitable

for rake-type receivers cannot be implemented in TR schemes. This requires the

development of new interference cancellation approaches that are suitable for TR

schemes, as well as new multiuser code designs. Note that the delays between the

reference and data pulse can be pseudo-random to introduce a multiple accessing

capability. Figure 7.5(b) shows a delay-hopped TR scheme [40].

There have been many recent efforts in further improving the performance of the

TR schemes by employing additional a priori information regarding the channel and

noise characteristics [36, 41–43]. In essence, the effort is going in the direction of

pushing the TR schemes to be more coherent to close the gap with respect to the

matched filtering and rake reception. For example, the TR receiver can be further

improved by weighting the integrator input (or the received template) with a func-

tion related to the channel’s power delay profile, which can be interpreted as partial

channel-state information. However, estimation of this partial channel state infor-

mation might not be easy. Also, if one can compact the energy of the received

signal (i.e., the delay spread of the effective channel) over a shorther time interval,

it would greatly enhance the performance of the TR-reference schemes, as the same

amount of transmitted energy can be received over a shorther interval with shorther

integration interval requirement at the receiver. Such a strategy will also reduce IFI

and hence increase the date rate of the communication.

7.4.3 Differential Detector

The differential detector is similar to the TR scheme. Instead of sending reference

pulses for correlating the received signal, the data pulses corresponding to the pre-

vious symbol is used as the template [30, 39, 44]. This requires differentially encod-

ing the transmitted bits before modulation, so that the information is in the

difference of the two consecutive symbols. Avoiding the use of reference pulses

in differential detectors increases spectral efficiency and hence doubles the data

rates compared with the TR scheme.

Similar concerns as mentioned in TR scheme are also valid for differential

detector receivers. The previous symbols that are used as a reference are noisy,
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degrading the performance of the receiver. The delay used for differential detector is

a symbol length delay which is less robust to timing errors. The accuracy of the

delays used at the transmitter and receiver affect the performance, as in the case

of TR scheme. A slight difference in the delays will degrade the performance signifi-

cantly. Note also that the channel needs to be time-invariant over the two-symbol

period. For high mobility and larger symbol duration, this might be an issue that

needs to be taken into account.

Even though it has been mentioned that the differential detector provides a 3 dB

advantage compared with the TR scheme, this might not be true in a practical system

design. First of all, the differential detector does not provide the flexibility of TR

scheme in terms of adjusting the power, position, and number of the reference

signal. Averaging the reference information in a differential detector is not possible.

Also, as mentioned in the previous section, the TR scheme can also use the data

pulses for improving the template waveform, which indirectly allows improvement

of the spectral efficiency of TR schemes. As a result, even though in its basic form,

the differential detector might have the advantage over the TR scheme, the TR

scheme seems to have more potential for future enhancement and provides a

better path towards more coherent receivers as the technology evolves.

7.4.4 Energy Detector

An energy detector (see Figure 7.7) is a simple suboptimal noncoherent UWB-IR

receiver scheme, which can be implemented with modulations like OOK [45] or

PPM [46]. When OOK is employed, a threshold must be set and used, where the

bit decision is 0 if the received energy is less than the threshold, and 1 if it is

larger than the threshold. The optimum threshold is the intersection of probability

density functions corresponding to energies for 0 and 1. On the other hand, if the

PPM is used, the threshold problem disappears, but that may sacrifice the data

rate, as the pulses that represent different bits should be adequately separated

(more than maximum excess delay of the channel).

Similar to the TR scheme, the UWB energy detector receiver approach generally

requires only coarse synchronization, which makes the system robust against clock

jitter and triggering inaccuracy [47, 48]. It is also not sensitive to distortion and

phase nonlinearity of devices like antennas, amplifiers or filters [47].

Figure 7.7 Block diagram for a simple energy detector receiver.
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In spite of its simplicity, conventional energy detectors as implemented in fiber-

optic channels perform poorly [49]. This is one of the reasons why energy detectors

have not been heavily considered for UWB applications. However, the performance

can be improved with a careful receiver design. One of the improvements would

be in averaging the received signal before the square device to reduce the noise

effect (i.e., improve the signal-to-noise-ratio). The averaging algorithm can be

implemented using a single delay line with variable pulse-to-pulse duration or

using multiple delay lines using fixed pulse-to-pulse durations. Similarly, averaging

can be done using digital samples if the sampling is employed before the square

device. However, this will increase the sampling rate and ADC requirements. Aver-

aging improves the performance significantly, as it reduces the noise effect.

Another improvement is in finding an accurate and simple threshold estimation

technique for OOK modulation. The choice of the threshold plays an extremely

important role in the performance of the receiver. The conventional receivers

assume a fixed threshold for decision-making. However, the radio channel and

noise statistics vary significantly, suggesting the use of an adaptive threshold that

depends on the variation of the signal power and noise power.

Similar to TR and differential detector, the integration interval can also be

adapted depending on the maximum excess delay of the channel [50]. Choosing

an integration interval that sacrifices the insignificant multipath components in

order to decrease the collected noise energy will improve the performance

[36, 46]. Therefore, an optimal integration interval that minimizes the BER exists,

and depends on the channel statistics and the noise variance. Figure 7.8 shows the

Figure 7.8 The effect of integration interval on BER performance of the energy detector

receivers.
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effect of the integration interval on the BER performance. As can be seen, depending

on the SNR and the multipath delay profile, the optimal integration interval changes.

An adaptive receiver can measure the channel, signal, and noise statistics and

change the integration interval to optimize the performance.

The output of integrate and dump circuitry for each symbol in the energy detector

can be written as

yj ¼

ðtþTo

t

½bjs(t)þ n(t)�2 dt,

yj ¼ bj

ðtþTo

t

s2(t) dt

|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}
Signal term

þ 2bj

ðtþTo

t

s(t)n(t) dt þ

ðtþTo

t

n2(t) dt

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
Noise term

(7:6)

where s(t) is the noiseless received signal after passing through multipath channel,

bj is the OOK-modulated symbols (assuming OOK is used at the transmitter), To is

the integration interval, and t is the starting point of the integration. Note that the

first part in the noise term is a zero mean Gaussian distributed random variable,

and the second part of the noise has chi-square distribution with a variance of

kðN2
o=2Þ, where k is the degree of freedom, which can be given as 2ToBw þ 1. If

the degree of freedom is large, the chi-square distribution can be approximated by

Gaussian distribution [49].

7.5 CONCLUSION

In this chapter, several receiver options for TH-IR based UWB systems have been

discussed. It is argued that each receiver option has several trade-offs in terms of

performance, cost, hardware, and computational complexity, throughput, multiple

access capability, etc. Depending on the application and the transceiver require-

ments, different receivers might be preferable.

Currently, the implementation of fully digital and fully coherent reception is not

feasible for UWB radio. On the other hand, the performance gap between the low

complex receivers and high-performance receivers is very wide. The research

opportunities for the transceiver design in UWB radio are wide open. The research

is relatively immature compared with other narrowband radio counterparts. There

has been some recent efforts to reduce the complexity of the coherent matched

filtering-based receivers. These efforts include reducing the number of fingers in a

rake reception while trying to keep the performance close as to the all-rake receiver,

avoiding the intensive estimation of the time varying channel parameters, develop-

ing simple and computationally efficient channel parameter estimation techniques.

In parallel, there are also recent efforts to improve the performance of noncoherent

receivers to close the performance gap with respect to the fully coherent receivers.

Mainly, the approaches for improving the performance of the noncoherent receivers
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are based on estimating some additional parameters regarding the channel par-

ameters, and making these receivers more coherent.
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&CHAPTER 8

Ultra Wideband Channel Modeling
and Its Impact on System Design

CHIA-CHIN CHONG

8.1 INTRODUCTION

Accurate knowledge of the wireless propagation channel is of great importance

when designing radio systems. A realistic radio channel model that provides

insight into the radio wave propagation mechanisms is essential for the design

and successful deployment of wireless systems. If an accurate channel model is

available, it is possible to design receiver (RX) algorithms that achieve good

performance by exploiting the properties of the channel. Unfortunately, the mechan-

isms that govern radio propagation in a wireless communication channel are

complex and diverse. Therefore, a better understanding of the propagation mechan-

isms and effects is key for the development of a realistic channel model. Cons-

equently, channel modeling has been a subject of intense research for a long time

[1–9]. Early channel modeling work aimed to develop models which could

provide an accurate estimate of the mean received power (or path loss) and study

the behavior of the received signal envelope. This led to the conventional statistical

models of the fading signal envelope [2–4]. Since these models were typically

developed for narrowband systems, the temporal domain such as delay spread

was largely neglected. As the need for higher data rates increased, larger bandwidths

were necessary. In order to accurately model wideband systems, narrowband

channel models were enhanced to include the prediction of the temporal domain

properties such as TOA and delay spread. Such wideband models are important

when analyzing digital modulation over wireless communication links and for

cell planning in digital mobile radio [7–9].

The type of channel model that is desired depends critically on the carrier

frequency, bandwidth, the type of environment, and the system under consideration.

For example, different types of channel models are needed for indoor and outdoor
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environments, and for narrowband, wideband and UWB systems. The UWB wire-

less communication system has been the subject of extensive research in recent

years [10–13]. In particular, UWB technology has emerged as one of the most

promising candidates for many WPAN applications such as security systems,

sensor networks, and wireless home networking. Several new standards are cur-

rently under development that consider UWB technology such as IEEE 802.15.3a

and IEEE 802.15.4a. The former standard is capable of providing high data rate

for short-range applications (i.e., up to 110 Mbps at 10 m and 480 Mbps at

shorter distances), while the latter standard aims to provide low data rate for

longer range applications (i.e., approximately 1 Mbps at up to 30 m) with high-pre-

cision ranging and location capability [14, 15]. The emergence of UWB technology

for both short-range high-rate and long-range low-rate communication systems

implies that understanding the characteristics of the UWB propagation channel is

essential. Accurate channel models are vital for performance evaluation and the

design of UWB communications systems. Given the very wideband nature of

UWB signals (i.e., up to tens of GHz of frequency bandwidth), the conventional

channel models developed for narrowband transmissions are inadequate for UWB

transmission. This implies that more UWB channel measurements are required in

order to gain more profound knowledge of the UWB channel behaviors.

This chapter gives an overview of the UWB propagation channel modeling work

and its impact on the UWB communication system design. Section 8.2 establishes

the fundamental concepts and background for modeling the UWB multipath propa-

gation channel; Section 8.3 discusses the two commonly used channel sounding

techniques; Section 8.4 describes the UWB statistical-based channel modeling

work; Section 8.5 details the impact of UWB channel on the system design;

finally, in Section 8.6 appropriate conclusions are drawn.

8.2 PRINCIPLES AND BACKGROUND OF UWB MULTIPATH
PROPAGATION CHANNEL MODELING

8.2.1 Basic Multipath Propagation Mechanisms

In a wireless system, the transmitted signal interacts with the physical environment

in a complex manner. The signal arriving at the RX is in general a summation of

both direct LOS and several multipath components (MPCs). Multipath occurs due

to the three basic multipath propagation mechanisms, namely, reflection, diffraction,

and scattering of the transmitted signal. All three of these phenomena cause radio

signal distortions and give rise to signal fades, as well as additional signal propa-

gation losses in a wireless communication system [16]. The relative importance

of these propagation mechanisms depends on the particular environment. For

example, if there is a direct LOS between terminals, then reflection dominates the

propagation, whilst if the mobile is in a heavily cluttered area with no LOS path,

scattering and diffraction usually play a major role. Combinations of these mechan-

isms will be seen to account for all of the observed effects in the UWB propagation
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channel, as will be discussed in this chapter. Figure 8.1 shows the basic propagation

mechanisms that cause multipath effects.

8.2.2 Classification of UWB Channel Models

The requirement to model many different types of wireless propagation channels has

resulted in a large number of different modeling approaches reported in the literature

[9]. One reason for the abundance of modeling approaches is the complex phenom-

ena encountered by a transmitted signal. The transmitted signal will usually arrive at

the RX via several paths, that is, multipaths, where the signal encounters various

propagation mechanisms such as reflection, scattering, and/or diffraction. There-

fore, many different types of simplifications and approximations are necessary in

order to obtain a simple yet accurate and reliable model of the wireless communi-

cations channel. Signal propagation theory is well established for both narrowband

and wideband systems [17, 18]. As for the UWB channel, many different types of

channel models have been proposed recently. In general, the UWB propagation

channel models can be classified as deterministic and statistical.

Deterministic Models Deterministic models apply an electromagnetic simu-

lation tool such as ray tracing techniques to obtain nearly exact propagation charac-

teristics for a specified geometry. These models try to describe the physics of the

propagation mechanisms such as path loss, reflection, diffraction, and scattering.

Ray tracing models are based on exact computations making use of a detailed data-

base of the geometry of the specific physical environment under study. Ultimately,

the accuracy of ray tracing models relies on the accuracy and detail of the site-

specific representation of the propagation medium [19]. For example, indoor

Figure 8.1 Illustration of the basic propagation mechanisms that cause multipath effects.
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channel modeling usually relies on the availability of a three-dimensional (3-D)

database. In addition to the geometry, the electromagnetic parameters of the

materials also need to be included in the database. The major advantage of

these models is that they offer great accuracy with site-specific results. Any site

can be modeled if its physical characteristics are available, and any parameter can

be calculated by adjusting these models. However, these models have several disad-

vantages. Firstly, the topographical and building data is always tied to a particular

site and thus a huge amount of such data is required in order to obtain a comprehen-

sive set of different propagation environments. Secondly, they are usually computa-

tionally intensive, especially when the environment is complex. Thus, detailed

physical characteristics of the simulated environment must be known beforehand

which is often time-consuming and impractical.

Numerous UWB channel models have been developed under this category. For

example, in [20] the ray tracing approach is combined with the uniform theory of

diffraction (UTD) to model the received signal as a superposition of rays. This

model has the advantage of being versatile and of general validity. However, it

has high complexity in the channel modeling which leads to a high computational

load. Another UWB channel model based on UTD technique is reported in [21,

22]. This model consists of three basic ray mechanisms of geometrical optics and

time-domain UTD (i.e., directed ray, multireflected rays from lossy surfaces and dif-

fracted ray from lossy edge). This approach can determine both the signal attenu-

ation and the waveform distortion in terms of pulse shape and pulse duration. A

different approach has been pursued in [23], where the frequency and distance

characteristics of a two-ray propagation model have been modeled using a determi-

nistic approach. Examples of other UWB deterministic channel models reported in

the literature are in [24–29].

8.2.2.2 Statistical Models Statistical models are normally less complex than

the deterministic models, and can provide sufficiently accurate channel information.

Statistical models attempt to generate synthetic channel responses that are represen-

tative of real propagation channels. Typically, such models can be tuned to imitate

various propagation environments by setting appropriate values for the channel

model parameters. Note that fixed parameter settings do not produce identical

outputs on each simulation run but stochastic processes are used to create variability

within a fixed environment type. For example, a particular set of parameters might

generate a representative set of propagation scenarios found in indoor environments.

Statistical models may be formed based on the basic principals of wave propagation

for random communications channels and by assuming a statistical distribution of

the channel parameters, and computing the required statistical moments from the

data collected from the real-time measurements. This category of models has

the ability to provide accurate statistical information, without the complexity of

detailed deterministic approaches.

Several statistical-based UWB channels have been proposed recently. For

example, Ghassemzadeh et al. [30] proposes a model based on the frequency-

domain channel measurements results in 23 residential environments (based on

extensive propagation studies in 23 homes). Measurements were conducted in the
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frequency range 4.375–5.625 GHz. A path loss model and a second-order auto-

regressive model are proposed for frequency response generation of the UWB

indoor channel. Probability distributions of the model parameters for different

locations and time-domain results such as root mean square (RMS) delay spread

and percentage of captured power are reported in [30]. Foerster and Li [31] proposed

a statistical-based multipath channel model based upon measurements collected in a

condominium in the frequency range 2–8 GHz. Three channel models were

considered, namely the Rayleigh tap delay line model, the D-K model and the

Saleh-Valenzuela (S-V) model. The comparisons showed that the S-V model

gives the best fit to the measured channel characteristics such as the mean excess

delay, mean RMS delay spread and the mean number of significant paths within

10 dB of the peak multipath arrival. In addition, the log-normal distribution was pro-

posed to model the amplitude distribution, which was shown to give a better fit than

the Rayleigh distribution. Chong et al. [32–35] proposed a statistical-based UWB

channel model which incorporates the clustering of MPC phenomenon observed

in the measurement data collected in the frequency band 3–10 GHz in various

types of high-rise apartments in Korea. Both the large-scale and small-scale

channel statistics were characterized. The large-scale parameters included the

distance and frequency dependency of path loss as well as the shadowing fading

statistics. The small-scale parameters included the temporal domain parameters,

the distribution of clusters and MPCs, clusters, and MPC arrivals statistics. A new

distribution, namely, mixtures of two Poisson processes, was proposed to model

the ray arrival times. Furthermore, the small-scale fading amplitude statistics as

well as the temporal correlation between adjacent path amplitude were also investi-

gated in the model. Other statistical-based channel models reported in the literature

include those in [36–46].

8.3 CHANNEL SOUNDING TECHNIQUES

Channel measurements are the most direct method of studying radio wave propa-

gation and to verify propagation theory. This can then provide invaluable input to

the development of realistic channel models. Generally, there are two possible

techniques to perform the UWB channel measurements that is, the time-domain

measurement technique and the frequency-domain measurement technique.

8.3.1 Time-Domain Technique

This technique is based on the impulse transmission, that is, employing a narrow

pulse to probe the channel. A narrow single impulse or a train of impulses is sent

through the channel and the channel impulse response (CIR), h(t), is measured

using a digital sampling oscilloscope. The measurement resolution is equal to the

width of transmitted pulse. The pulse repetition period should be chosen in such a

way as to allow observation of the time-varying response of individual propagation

paths and at the same time to ensure that all MPCs are received between successive

pulses. The advantage of this technique is that the environment does not need to be
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static within the recordings, but as long as the coherence time assumptions is still

valid. The corresponding train of impulses can also be generated using a

conventional direct sequence spread spectrum-based measurement system with

a correlation receiver. However, the main drawback in this technique is that it

needs very high chip rates to achieve bandwidths over several GHz. Figure 8.2

illustrates the time-domain measurement technique. Several UWB channel measure-

ments have been performed using this technique [43, 44, 45, 47].

8.3.2 Frequency-Domain Technique

This technique is based on the frequency sweeping in which the radio channel is

sounded by sweeping a sinusoidal carrier over the frequency band of interest.

A vector network analyzer (VNA) is then used to control a synthesized frequency

sweeper. The bandwidth centered around the frequency of interest is scanned by

the synthesizer through discrete frequencies. For each frequency step, a known sinu-

soidal signal is transmitted and the channel transfer function (CTF), H( f ), can be

measured by the VNA. The long sweeping time requires the channel coherence

time to be relatively large, and in practice measurements can be carried out only

in static environments. The CIR can be obtained by taking the inverse Fourier trans-

form. Figure 8.3 illustrates the frequency-domain measurement technique. Several

Figure 8.2 Time-domain measurement technique based on pulse transmission.

Figure 8.3 Frequency-domain measurement technique based on frequency sweeping.
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UWB channel measurements have been performed based on this technique

[30, 32–35, 39, 46, 48].

8.4 UWB STATISTICAL-BASED CHANNEL MODELING

8.4.1 Modeling Philosophy and Mathematical Framework

Due to the broad variation of real environments, in addition to the time-varying

nature of the multipath channels, it is difficult to model the wireless channels

deterministically. Therefore, the channel properties are best captured using statisti-

cal approaches. Generally, a statistical-based channel model requires the following

four important steps:

1. Setting up a generic mathematical framework for the channel model.

2. Identifying the channel parameters that have to be determined for a full

description of the channel model.

3. Performing the measurement campaigns in the relevant environments.

4. Post-processing the measurement data in order to extract the required channel

parameters statistically.

The aim here is to introduce the mathematical framework for a generic UWB

channel model. The model is characterized by the CIR, h(t), which consists of a

sum of contribution from the MPCs given as follows:

h(t) ¼
XK

k¼0

akd(t � tk) (8:1)

where d(.) is the Dirac delta function, K is the number of MPCs, and ak and tk are the

multipath gain coefficient and delay of the kth MPC, respectively.

Based upon the apparent existence of clusters in most of the UWB measurement

campaigns reported in the literature [7, 8, 31–35, 43], a UWB channel model which

accounts for the clustering of MPCs is proposed by modifying Equation (8.1) based

on the conventional S-V channel model [6]. Now, the clustering CIR can be

expressed as follows [34, 35]:

h(t) ¼
XL

l¼0

XKl

k¼0

ak,ld(t � Tl � tk,l) (8:2)

where L is the number of clusters and Kl is the number of MPCs within the lth

cluster, ak,l is the multipath gain coefficient of the kth component in the lth

cluster, Tl is the delay of the lth cluster which is defined as the TOA of the first

arriving MPC within the lth cluster and tk,l is the delay of the kth MPC relative to
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the lth cluster arrival time, Tl. The clustering channel model relies on two classes of

parameters, namely, inter-cluster and intra-cluster parameters, which characterize

the cluster and MPC, respectively. From Equation (8.2), fL, Tlg and fKl, tk,l, ak,lg

are classified as the inter-cluster and intra-cluster parameters, respectively.

8.4.2 Large-Scale Channel Characterization

In general, wireless multipath propagation can be characterized by two major effects

according to the variability of power level, namely, large-scale fading and small-

scale fading. Large-scale fading can be categorized by the path loss (PL) and the

shadowing. PL is an important characteristic for link budget calculation and

system design which is defined as the ratio between the received and transmitted

power. In the conventional narrowband channel, the Friis transmission formula is

used to model the received signal power, Pr in free space given by [16]

Pr(d) ¼
PtGtGrl

2

(4pd)2
(8:3)

where Pt is the transmitted power, Gt and Gr is the transmitter (TX) and RX antenna

gain, respectively, l is the wavelength and d is the TX–RX separation distance. The

Friis transmission formula shows that the received signal power falls off with the

square of the TX–RX separation distance. From Equation (8.3), the term PL is

given by l=4pdð Þ
2, which predicts that signal power will decrease with the square

of increasing frequency. These show the presence of both distance and frequency

dependency in PL. Note that the latter has a minimal effect on the narrowband

systems and thus is negligible. However, for UWB systems, due to the large

communication bandwidth (.500 MHz), the frequency dependency in PL can be

significant. For such a large bandwidth system, the channel would distort the spec-

trum of the signal which directly related to the signal distortions, that is, pulse shape

distortion. Therefore, the conventional PL model used in narrowband analysis needs

to be investigated more closely in order to justify its application to UWB systems.

PL modeling can be simplified by assuming that the frequency dependence and the

distance dependence can be treated independently of each other [32, 33, 35, 40, 41]:

PL ( f , d) ¼ PL( f ) � PL(d): (8:4)

Distance Dependence Path Loss The distance dependency of PL, PL(d ),

describes the attenuation of the median power as a function of distance traveled.

From the frequency-domain measurement, PL(d ) can be obtained directly from

the calibrated measured CTFs by frequency averaging over the total measurement

bandwidth for each data set at each RX location. The PL in dB as a function distance
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can be expressed by [16]

PL(d) ¼ PL0 þ 10 � n � log10

d

d0

� �
þ S; d � d0 (8:5)

where PL(d ) represents the received power at a distance d, computed relative to a

reference distance d0, for example, d0 ¼ 1m and PL0 is the free-space PL in the

far-field of the antennas at a reference distance d0
. PL0 is the interception point

and is usually calculated based on the mid-band frequency. n is the PL exponent

and S is the shadowing fading parameter. The PL exponent is obtained by perform-

ing least squares linear regression on the logarithmic scatter plot of averaged

received powers vs distance to Equation (8.5). Figure 8.4 shows an example of a

scatters plot of PL as a function of distance.

Frequency Dependence Path Loss Most of the measurement results in the

literature have reported that the narrowband model can be used to approximate

the PL for UWB systems, that is, the PL is independent of the frequency [30,

31, 37]. However, several more recently published works reported that the PL of

UWB channel models vary as a function of frequency [32, 33, 35, 38–41]. This

clearly implies that more work should be done in order to further characterize the

frequency dependency of the PL. The measurement results in [38] showed that

the frequency dependency of the PL can be modeled by

PL( f )/ exp(�d1 � f ) (8:6)

Figure 8.4 Path loss as a function of distance for three- and four-bedroom apartments under

an LOS scenario.
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with d1 varying between 1 and 1.4, while measurement results in [39] modeled the

frequency dependence of the PL by a simple power law as follows:

ffiffiffiffiffiffiffiffiffiffiffiffi
PL( f )

p
/ f�d2 (8:7)

with d2 lying between 0.8 and 1.4. The frequency decaying factor, d, is the average

slope of the CTF. In [32, 33, 35], the values of both d1 and d2 are calculated using the

least-square curve fitting of Equations (8.6) and (8.7), respectively, on the measured

data. It shows that both Equations (8.6) and (8.7) can model the frequency depen-

dency PL well, with Equation (8.7) currently being adopted in the IEEE

802.15.4a standard channel model final report [40, 41]. The values of d1 and d2

are found to lie the ranges 0.08–0.14 and 0.98–1.54, respectively. Figure 8.5

shows an example of the plot of frequency dependency of the PL.

Shadowing The dynamic evolution of propagation paths wherein new paths

arise and old paths disappear can occur due to variations in the surrounding environ-

ments. Therefore, PL observed at any given point will deviate from its average value

[16]. This phenomenon is called shadowing and is defined as the slow variation of

the local mean signal strength. The term “shadowing” is descriptive since typically

these changes are due to the appearance or disappearance of shadowing objects on

signal paths. It has been reported by many measurements in the literature to follow a

log-normal distribution [30, 32, 33, 35, 37, 49]. Referring to Equation (8.6), shadow-

ing fading parameter is given by the term S that varies randomly from one location to

another location within any home. It is a zero-mean Gaussian distributed random

variables in dB with standard deviation sS which is also in dB. Different values

Figure 8.5 Path loss as a function of frequency for the four-bedroom apartment under an

NLOS scenario.
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of sS have been reported in the literature, ranging from 0.83 dB to 6 dB [40, 41],

strongly depending on the measurement environments and scenarios.

8.4.3 Small-Scale Channel Characterization

Number of Clusters and MPCs The number of clusters, L, is modeled by a

Poisson distribution as proposed in [40, 41]. From the collection of measurement

results reported in the literature, the average number of clusters, L, was approxi-

mately 3–14 and 1–11 under the LOS and non-LOS scenarios, respectively

[40, 41]. The clustering phenomenon is a result of the superstructure (e.g., furniture,

walls, doors) of the environment. Therefore, the presence of furniture can increase

the number of clusters in the environment under consideration. On the other hand,

the number of MPCs per cluster, Kl, was found can be well modeled by an exponen-

tial p.d.f., f (Kl), in [34, 35]. In general, Kl increases from LOS to NLOS scenarios.

The number of MPCs per cluster (thus, the number of clusters) is dependent on

several factors such as the resolution of the parameter estimation technique, the

TX–RX separation and location, the physical layout of the environment, as well

as the dynamic range of the measurement system. More clusters and MPCs were

observed in a heavily cluttered environment (e.g., a fully furnished room) because

many MPCs will undergo more complex propagation mechanisms such as mul-

tiple-order reflections, scattering, and diffraction. The number of resolvable MPCs

is an important parameter since it has a direct relationship to the complexity of

the channel simulator and thus, the whole communication systems.

Clusters and MPC Arrival Times According to the conventional S-V channel

model [6] and the statistical-based UWB channel model proposed in [34–36], the

distributions of the cluster arrival times, Tl, and the ray arrival times, tk,l, are

given by two Poisson processes. Thus, the cluster inter-arrival times and ray

intra-arrival times are described by two independent exponential PDFs as follows:

p TljTl�1ð Þ ¼ L exp �L Tl � Tl�1ð Þ½ �, l . 0 (8:8)

p tk,ljt(k�1),l

� �
¼ l exp �l tk,l � t(k�1),l

� �� �
, k . 0 (8:9)

where L is the mean cluster arrival rate and l is the mean ray arrival rate. Typically,

each cluster consists of many rays where l� L. However, measurement results

reported in [34, 35, 42] show that the single Poisson process given in Equation

(8.9) is insufficient to model the ray arrival times in the indoor residential, indoor

office, and outdoor office environments. Thus, mixtures of two Poisson processes

is proposed in [34, 35] in order to model the ray arrival times

p tk,ljt(k�1),l

� �
¼ bl1 exp �l1 tk,l � t(k�1),l

� �� �

þ 1� bð Þl2 exp �l2 tk,l � t(k�1),l

� �� �
, k . 0 (8:10)
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where b is the mixture probability, while l1 and l2 are the ray arrival rates. This new

distribution gives an excellent match to the ray arrival times for the above-

mentioned three environments. The interested reader is referred to [34, 35] for

more detailed information.

In order to estimate the Poisson cluster arrival rate, L, the first arrival in each

cluster was considered to be the beginning of the cluster, regardless of whether or

not it had the largest amplitude. The arrival time of each cluster was subtracted

from its successor, so that the conditional probability distribution given in Equation

(8.8) could be estimated. Estimates for L were done by fitting the cluster inter-

arrival times, DT, to an exponential distribution. The fitting was done using a

linear least mean squares criterion of the complementary cumulative distribution

function (CCDF) of DT, S(DT) in the natural logarithmic scale. The CCDF of the

exponential distribution in the natural logarithmic domain can be expressed by

ln½S(DT)� ¼ �L � DT : (8:11)

Note that Equation (8.11) gives a linear relationship in L which can be estimated

by linear least mean squares fit through the origin based on ln½S DTÞ�ð . Similarly, the

single Poisson process ray arrival rate, l, and the mixtures of two Poisson processes

ray arrival rates, l1 and l2, were estimated based on the average separation time

between ray arrivals within a cluster. Using a similar approach, by replacing DT

and L with Dt and l (or l1 and l2), respectively, in Equation (8.11), where Dt is

the ray intra-arrival time, l or l1 and l2 can be estimated by linear least mean

squares fit through the origin based on ln[S(Dt)], where S(Dt) is the CCDF of Dt.

Figure 8.6 shows the fitting of a single Poisson process (red solid line) and

Figure 8.6 Logarithmic CCDF of the ray intra-arrival times for the three-bedroom apart-

ment under an LOS scenario.
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mixtures of two Poisson processes (green dashed line) to the ray intra-arrival times

for measurement results adopted from [34, 35]. This graph clearly reveals that the

mixtures of two Poisson processes model the ray intra-arrival times better. This

result has been further validated in [42] for measurement in indoor and outdoor

office environments.

Clusters and MPC Power Decaying Phenomenon The average power of

both the clusters and the rays within the clusters are assumed to decay exponentially,

such that the average power of a MPC at a given delay, Tk þ tk,l, is given by

a2
k,l ¼ a2

0,0 � e
�Tl=G � e�tk,l=g (8:12)

where a2
0,0 is the expected value of the power of the first arriving MPC, G, is the

decay exponent of the clusters and g is the decay exponent of the rays within a

cluster. Typically, G . g, which indicates that the expected power of the rays in a

cluster decays faster than the expected power of the first ray of the next cluster.

Figure 8.7 illustrates the typical power delay profile (PDP) of the S-V channel

model with the double exponential power decay phenomenon.

The cluster and ray decay time constants, G and g, can be estimated from the

measurement data by superimposing clusters and rays with normalized amplitudes

Figure 8.7 An illustration of the S-V channel model PDP with double exponential power

decay phenomenon [6].
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and time delays and selecting their mean decay rates. For example, in order to esti-

mate G, the first cluster arrival in each data set was normalized to an amplitude of

one and a time delay of zero and all other cluster arrivals in the same data set are

expressed relative to this time. The estimate for G was found by linear least-

squares curve fitting the data in the logarithmic domain such that the mean

squared error was minimized. Similarly, in order to estimate g, the first arrival in

each cluster was set to a time of zero and amplitude of one, and all other ray arrivals

within the clusters were then adjusted accordingly and superimposed. Following this

model, an MMSE linear fit in the logarithmic domain was determined from the ray

relative powers and ray relative delays. This attempts to estimate the value of g by

the slope of the MMSE linear fit. Figure 8.8 shows an example of the normalized ray

relative powers within a cluster falling off as a function of the relative delay.

Small-Scale Amplitude Fading Statistics Amplitude fading in a multipath

propagation channel may follow different distributions depending on the measure-

ment environments and scenarios. In the conventional narrowband channel

models, two distributions that are widely used to describe the amplitude fading stat-

istics are the Rayleigh and Rice distributions. Rayleigh distribution usually models

the extreme multipath situations when there is no direct LOS between the TX and

RX, while under the LOS condition, the Rice distribution is usually a better candi-

date. The Rayleigh fading model is the result of coherent interaction of sinusoidal

signals due to the assumption that several paths arrive at certain delay that is irresol-

vable by the measurement system bandwidth, whereas in the UWB propagation, the

wide frequency bandwidth corresponds to a high temporal resolution capability,

which enables a single path arriving at a certain delay bin to be resolved. Thus,

Figure 8.8 Normalized ray relative power vs relative delay for the four-bedroom apartment

under an NLOS scenario.
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the amplitude distribution in each delay bin differs from the Rayleigh fading

distribution.

In order to evaluate the small-scale amplitude fading statistics, the relative ampli-

tudes over small-scale areas are calculated. Empirical data from bins at specific

excess delays were matched to some typical theoretical distributions for amplitude

fading statistics such as log-normal, Nakagami, Rayleigh, Rice, and Weibull distri-

butions. The measurement results reported in [31, 50] show that the small-scale

amplitude fading can be modeled by a log-normal distribution, while measurement

results reported in [43, 51] show that Rayleigh distribution gives a better fit. In [39],

the Rice distribution is reported to give the best fit for the amplitude fading statistics.

Other measurement campaigns such as [44, 52] have found that the Nakagami dis-

tribution can be a good fit for small-scale amplitude fading statistics. The advantage

of Nakagami distribution is that, for special cases such as m ¼ 1 and for very large

values of m, it can be generalized to become the Rayleigh and log-normal distri-

butions, respectively. Furthermore, a conversion from the Nakagami distribution

to the Rice distribution is also possible and can be approximately expressed as

follows [40, 41]:

m ¼
(Kr þ 1)2

(2Kr þ 1)
(8:13)

and

Kr ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2 � m
p

m�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2 � m
p (8:14)

where Kr and m are the Rice factor and Nakagami-m factor, respectively.

Hypothesis tests such as Kolmogorov–Smirnov (K–S) and chi-square (x2)

tests are typically used to elaborate the goodness-of-fit of these distributions.

Detailed results that compare the passing rates of the K–S and x2 tests for the

above distributions were reported in [34, 35] for the indoor residential environment.

It was found that the small-scale amplitude statistics can be well modeled by

the log-normal, Nakagami or Weibull distributions in which the parameters of

these distributions, that is, the standard deviation of the log-normal distribution,

m-parameter of the Nakagami distribution and b-shape parameter of the Weibull dis-

tribution were found to be log-normal distributed random variables, respectively.

Variations of these parameters with increasing excess delay were reported to be

negligible [34, 35]. Measurement results reported in [53] also show that Weibull dis-

tribution gives a good fit for the amplitude fading statistics.

8.4.4 Temporal Dispersion and Correlation Properties

The channel temporal dispersion is assessed in terms of the RMS delay spread and

mean excess delay, while the temporal correlation properties are determined by the

temporal correlation coefficient.
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Temporal Dispersion Two figures of merit often used to characterize the tem-

poral dispersion of the multipath channel are the RMS delay spread and the mean

excess delay. These two parameters are important for evaluating the performance

of digital systems. Delay spreads restrict the transmitted data rates and could limit

the capacity of the system when multi-user systems are considered. The mean

excess delay, tm, is defined as the first moment of the PDP and is defined as [16]

tm ¼

P
k a2

ktkP
k a2

k

¼

P
k P tkð ÞtkP

k P tkð Þ
(8:15)

where ak, tk and P(tk) are the gain coefficient, delay and PDP of the kth MPC,

respectively. The RMS delay spread, trms, is the square root of the second central

moment of the PDP and is defined as [16]

trms ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
t2

m � tmð Þ
2

q
(8:16)

where

t 2
m ¼

P
k a2

kt
2
kP

k a2
k

¼

P
k P tkð Þt

2
kP

k P tkð Þ
: (8:17)

The measurement results reported in [54] show that there is no correlation

between delay spread and TX–RX separation distance, while the measurement

results reported in [33, 47, 50] show that correlation exists between these two

domains where higher values of temporal dispersion was found when the TX–RX

separation increased or in a more cluttered environment, particularly when the

LOS path was obstructed. The RMS delay spread has been shown to decrease con-

siderably when using directional antennas in comparison to using omnidirectional

antennas [37, 55, 56]. This implies that the directional antennas can be used to miti-

gate the effects of multipath in the UWB channel as compared to omni-directional

antennas. Table 8.1 summarizes the average value of the delay spread for various

environments such as indoor residential, indoor office, indoor industrial, outdoor,

and agricultural environments under both LOS and NLOS scenarios.

Temporal Correlation The temporal correlation between adjacent path ampli-

tudes in a PDP can be characterized by the temporal correlation coefficient,

rak,kþ1
, defined as follows:

rak,kþ1
¼

E ak � akð Þ akþ1 � akþ1ð Þ
� 	
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E ak � akð Þ

2 akþ1 � akþ1ð Þ
2

� 	q (8:18)
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where E �f g denotes the expectation, ak and akþ1 are the amplitude of the kth and

(kþ 1)th bin, respectively, while ak and akþ1 are their respective mean values.

Analysis of the measurement results in [34, 35, 50] shows that rak,kþ1
is relatively

small and can be assumed to be negligible for practical purposes. This is reasonable

as, in an indoor environment, the large numbers of scattering objects present are uni-

formly distributed in the surrounding environment and different MPCs due to differ-

ent scatterers would result a low degree of correlation.

8.5 IMPACT OF UWB CHANNEL ON SYSTEM DESIGN

The UWB propagation channel can have a significant impact on system design and

performance evaluation. For example, the ultra-short pulses (due to the ultra wide

bandwidth) traveling along different paths arrive at the RX almost without overlap-

ping. The analysis of UWB measurement results revealed that the available signal

power arriving at the RX varies insignificantly if the position is changed over a

limited range, that is, within the small-scale region. Thus, the available signal

power at a certain position only depends on the large-scale properties of the environ-

ment. This particular characteristic implies that only a very small fading margin is

required in the UWB impulse radio system design. A low degree of temporal corre-

lation between adjacent path amplitudes in a PDP has been reported in the literature

[34, 35, 50]. Therefore, interference caused by pulse transmitted from the same

origin is negligible if a certain guard interval of about the pulse duration is main-

tained. However, this property can only be exploited with perfect knowledge of

the channel associated with the desired transmitted signal. Hence, a reliable

channel estimation algorithm is required.

In the UWB propagation channel, the high temporal resolution capability enables

every single path arriving at the RX at a certain delay bin to be resolved. This

implies that multipath arrivals will undergo less fading as compared with the con-

ventional narrowband system. Some of the UWB propagation environments have

TABLE 8.1 Average Values of the Mean Excess Delay and RMS Delay Spread

LOS NLOS

Source Environment tm (ns) trms (ns) tm (ns) trms (ns)

[30–35, 48, 57–59] Indoor

residential

2.15–7.52 3.55–14.00 6.93–36.09 7.35–38.61

[37, 42, 48, 55, 56,

59–63]

Indoor office 0.44–8.80 0.53–15.60 2.09–32.20 2.30–23.60

[64, 65] Indoor

industrial

— 30 — 40

[42, 66] Outdoor 24.10 55.10 83.50 94.00

[29] Agriculture 18.20 21 — —

8.5 IMPACT OF UWB CHANNEL ON SYSTEM DESIGN 199



relatively long delay spreads such as outdoor and harsh industrial environments. For

such environments, the average total energy is usually distributed in this delay

region between a large number of MPCs. Thus, unique systems need to be designed

so that the designated RX has the energy capture capability which can then take the

advantage of that energy. For example, a RAKE RX can be deployed [67]. However,

since the complexity of the RAKE RX increases with the number of RAKE fingers,

they need to be designed according to the knowledge of the channel conditions.

8.6 CONCLUSION

In this chapter, an overview of the UWB propagation channel modeling work and

the effect of UWB channels on system design was presented. In the first part, the

basic multipath propagation mechanisms and characteristics were studied before

the development and classification of various channel models were discussed.

This was followed by a brief review of some common channel-sounding techniques.

Then, the UWB statistical-based channel modeling work was described in detail,

which included model mathematical framework, large-scale and small-scale

channel characteristics, as well as the temporal dispersion and correlation properties.

Finally, the impact of the UWB channel models on communication system design

was studied. As a whole, this chapter acts a stepping stone for the remainder of

the book.
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&CHAPTER 9

MIMO and UWB

THOMAS KAISER

9.1 INTRODUCTION

UWB and MIMO systems are key technologies for future high-data-rate wireless

communications. MIMO systems can be divided into three major categories:

. Spatial multiplexing;

. Spatial diversity;

. Beamforming.

While beamforming requires correlated wavefronts to reduce interference and

enhance coverage, space–time coding or spatial multiplexing schemes demand dis-

tinctive scattering environments to improve link quality or increase data rates,

respectively. In turn, UWB communication systems can be suitably classified by

the type of modulation:

. Impulse radio with time domain equalization (e.g., rake receiver);

. Single carrier transmission with frequency domain equalization (SC-FDE);

. Multicarrier transmission supported by appropriate coding.

While IR can be seen as the classical UWB approach, the multicarrier schemes

offer—despite their potential high number of subcarriers—several advantages for

applications due to their flexible configurability. In contrast, single carrier

schemes with frequency domain equalization have not attracted much attention

yet in UWB communications. Note that UWB wireless systems mainly target extre-

mely high data rates for indoor communications, but positioning with even subcen-

timeter resolution and sensing are considered as having great potential for future

applications as well.
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At first glance, the aims of MIMO and UWB do partially overlap, mainly with

focus on high data rate, but are also partially unrelated. Hence, the aim of this con-

tribution is to first shed light on the marriage of MIMO with UWB. The acronym

used in the following is MIMO&UWB, under which all combinations of the

above categories are summarized, for example, beamforming with impulse radio

or multiple carrier systems with spatial multiplexing.

This chapter is organized as follows. First, the potential benefits of

MIMO&UWB in terms of range extension, data-rate improvement, interference

rejection, and potential technological simplifications are briefly introduced.

Second, a literature review on ultra wideband multiantenna techniques, subdivided

in spatial multiplexing, spatial diversity, beamforming, and related topics is given to

illustrate the state of the art. Then, spatial ultra wideband channel measurements and

modeling are highlighted to provide a solid basis for algorithmic design of

MIMO&UWB transceivers. Finally, our own recent results on MIMO&UWB are

presented. This contribution closes by an outlook summarizing the major challenges

in this interdisciplinary research field.

9.2 POTENTIAL BENEFITS OF MIMO AND UWB

At any large conference on communications, special sessions on ultra-wideband

systems and multiantenna techniques are rather common, indicating that both

approaches belong to the few key emerging technologies in wireless communi-

cations. Against this background the question arises as to whether their combination

is principally feasible and, if so, what are the possibilities. Some potential benefits of

MIMO&UWB can be easily foreseen:

. Greater Coverage—because of the low transmit power spectral density, the

coverage of UWB communication systems is rather limited. Multiantenna

systems (MAS) provide an array gain of 3 dB (or even up to 6 dB peak gain

for a large bandwidth-antenna spacing, see below) per doubling of the

number of antennas, therefore increase the coverage. In principle, a potential

diversity gain can alternatively boost the SNR and therefore indirectly

enhance the coverage. Both properties have to be further examined, however.

First, because the diversity gain tends to degrade with increasing bandwidth

B simply due to diminished small-scale fading, and second, since the 6 dB

peak gain has to be proven still in practice. Lastly, multiple antennas at the

transmitter, for example, for beamforming, may potentially violate the EIRP

(effective isotropic radiated power) requirements dictated by UWB regulations.

. Highest Data Rate–it has been recently shown [1] that the MIMO&UWB

ergodic channel capacity increases approximately linearly with the minimum

number of transmit and receive antennas under typical UWB Nakagami

fading channels. Since the same property for narrow or wideband MIMO

Rayleigh fading channels has motivated the enormous research activities on
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MIMO communication systems, MIMO will also become of relevance for ultra

wideband channels as soon as spectral efficiency matters. Moreover, typical

UWB impulses of short duration admit a high time resolution and render up

to several tens or even hundreds of resolvable paths in typical indoor environ-

ments. As a result, such rich scattering makes the adoption of spatial multiplex-

ing schemes for UWB systems rather promising, since signals launched from

different spatial positions can probably be distinguished by their different

spatial signature. Lastly, since the demand on data rate has increased exponen-

tially with time for more than 20 years [2], MIMO&UWB systems will prob-

ably become relevant for practice earlier than in the far future. Note that

MIMO&UWB promises a data rate close to the highest possible data rate for

wireless indoor communications, since most of the frequencies penetrating

through walls (say below 10 GHz) are occupied by UWB, while MIMO

further pushes spectral efficiency to its limits.

. Interference Rejection—in addition to the deployment of beamforming for cov-

erage extension, it can also significantly reduce interferers by nulling of the

most dominant and undesired interfering wavefronts impinging on the receiver

array. In case of UWB, such nulling must be generally1 valid for a large fre-

quency range, which requires adequate filters on behalf of single true time

delays or even simplistic phase shifters in each antenna branch. These filters

might be of analog type, because digital beamforming is prohibited for

today’s applications due to necessary sampling frequencies in the double-

digit giga-Hertz domain. Moreover, although the channel coherence time in

indoor environments is large, the analog filter coefficients should be tracked

continuously, which further complicates a successful realization. However,

for research purposes, a full digital recording is even possible today with

state of the art digital storage oscilloscopes. Such a sophisticated device

allows not only for analyzing all analog signals inherent in the transmission

link, but even more importantly, it enables arbitrary signal processing

applied to the stored data. A stepwise optimization of a MIMO&UWB

system becomes feasible. Last but not least, the dense multipath environment

may severely limit the usefulness of UWB beamforming, but the so-called

double-dB gain and the clustering phenomenon in UWB indoor propagation

may favor it. Here again, more research is required in order to gain deeper

insight and reliable general statements.

. Technological Aspects—the technical feasibility of UWB is by definition a

question of bandwidth. For example, the design of compact antennas and ampli-

fiers for high bandwidths and, at the same time, large gain and low power con-

sumption, represents a current research topic and a technological challenge.

Moreover, for multi-carrier schemes the FFT consumes more digital hardware

resources with increasing bandwidth because of subcarrier multiplicity. Taking

this into account, MIMO&UWB may even offer a technological alternative to

1Except for narrowband interferers like WLAN access points.
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an UWB single antenna system with doubled bandwidth requirements. This

technical aspect is of low relevance for narrowband systems with its compar-

ably low bandwidth requirements (in the order of a very few tens of MHz),

but might be worthwhile for MIMO&UWB; for instance, due to the bisection

of bandwidth while keeping the data rate the same, the amplifier gain is

approximately doubled2 and the halved antenna bandwidth further relieves

the technological burdens. Moreover, even signal processing hardware may

become less costly; for example, suppose P subcarriers, then two transmit/
receive antennas, admit only two P=2 point FFTs instead of one P point FFT

for a SISO (single input single output) link. Hence, in contrast to narrowband

systems, where MIMO systems seem to be successful only if spectral efficiency

reaches its limits, here MIMO may even facilitate the technical design of UWB

systems to some extent.

Finally, we have to define what is meant by “MIMO&UWB”. Current WLANs

operate at a bandwidth of 20 MHz, optionally at 40 MHz under the latest standard

(www.heise/newsticker/meldung/50045), and aiming at a 100 MHz bandwidth.

Per FCC definition, UWB communication systems start at a minimal bandwidth

of 500 MHz and end at 7.5 GHz. Hence, we define MIMO&UWB as any multi-

antenna technique requiring a minimum bandwidth of 500 MHz.

In conclusion, the vital question of MIMO&UWB is how conventional multian-

tenna-based techniques, that is, spatial multiplexing, spatial diversity, and beam-

forming, depend on bandwidth by taking into account not only the dependence of

the spatial channel on bandwidth, but also related impacts of analog and digital

transceiver hardware.

9.3 LITERATURE REVIEW OF UWB MULTIANTENNA
TECHNIQUES

The aim of this section is to give a short overview about the state of the art in

MIMO&UWB by briefly summarizing the major results of several references.

Because MIMO&UWB can be understood as the bandwidth dependance of conven-

tional MIMO, this section is again subdivided according to the three major MIMO

categories.

9.3.1 Spatial Multiplexing

There are only a few references on spatial multiplexing for UWB systems. Recently,

we demonstrated [1] that by using N transmit and N receive antennas the

MIMO&UWB ergodic channel capacity increases linearly with N. This confirms

our conjecture that MIMO and UWB are in this way complementary to each

other. Keeping in mind that frequencies above 10 GHz are severely attenuated in

2Keeping costs fixed, the gain–bandwidth product of an amplifier is approximately constant.
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indoor environments because of walls etc., this result leads us to another conclusion:

The FCC-regulated frequency range from 3.1 GHz to 10.6 GHz already occupies

70% of the whole available bandwidth; hence, the marriage of MIMO with UWB

approaches the upper physical limit in terms of maximum indoor data rate. If we

assume the validity of Edholm’s law of bandwidth [2] for the next decade, data

rates of several tens of Gbps can theoretically be expected from MIMO&UWB. A

possible application is, therefore, ultrafast wireless data exchange of huge

amounts of data (e.g., video movies) between portable devices in an extremely

short time. First investigations of the VBLAST (vertical Bell Laboratory layered

space–time) algorithm in conjunction with UWB systems are given in Kumar and

Buehrer [3].

9.3.2 Spatial Diversity

Analog UWB space–time coding (STC) schemes provide a diversity gain by exploi-

tation of spatial diversity and simultaneously balance fluctuations in sampling points

to a certain extent [4, 5]. A possible unfavorable electromagnetic coupling between

antenna elements has been proven to be small, even for marginal antenna separations

[6]. Simulation results given in Sibille [7] confirm that the diversity order of UWB-

MAS equals the product N: M (N, M are the number of transmit and receive anten-

nas, respectively) under the assumption of an unrealistic single-path channel model.

In the case of multipath propagation, the diversity order constitutes N M L, where L

is the number of resolvable multipaths. Therefore, an increment of the number

of antennas promises a limited diversity gain due to the already existing distinct

UWB multipath diversity [8]. UWB systems with a receive antenna array

[SIMO&UWB (single input multiple output)] are discussed in Tan et al. [9],

where multiuser interferences and multipaths are taken into consideration. Even

though a power increment (array gain) by multiple antennas is noticed, a general

investigation on bandwidth dependence substantiated by quantitative results is

missing so far. In general, it is evident that a boost of bandwidth is tendentially

accompanied by a diminished small-scale fading. Hence, a threshold region will

probably exist. Exceeding this region makes SIMO/MISO&UWB (multiple input

single output) less promising because only the array gain persists.

9.3.3 Beamforming

UWB systems for indoor communications are characterized by a dense multipath

environment. At a first glance, the huge number of multipaths seems to limit the use-

fulness of conventional beamforming algorithms. Even if the mainlobe perfectly

steers towards the direction of arrival (DoA) of the desired signal, all the other numer-

ous paths are interfering, so that the array gain might be too small for successful signal

separation. However, there are at least two reasons to shed more light on this topic:

. First, several test series [10, 11] have documented that in typical UWB indoor

environments the multipaths occur in a clustered way, meaning that the
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transmitted signal impinges from a few relevant main directions. Based on this

observation, some type of cluster beamforming becomes attractive, where the

mainlobe width fits the cluster width so as to collect enough relevant energy,

while the undesired clusters are suppressed with the array gain. In this way,

not only the signal-to-interference-plus-noise ratio (SINR) will be increased

(the multiple paths are considered as interferers here), but also the channel

delay spread will be shortened, so that higher data rates become feasible to

some extent. Moreover, in a multiuser scenario true interferers might be sup-

pressed. Only two references have been published on UWB beamforming

[12, 13], but there are numerous contributions covering wideband DoA esti-

mation [14–17] and wideband beamforming [18–22].

. Second, UWB beamforming shows one special property—the so-called double-

dB gain [23], which will be explained later in more detail. For the moment

notice only that, due to an extremely short pulse duration w.r.t. the travel

time accross the array, the conventional array gain might be doubled on a

decibel scale, meaning squaring on a linear scale. Hence, interferers can be

superiorly cancelled, making UWB beamforming worthwhile even in a dense

multipath environment.

To avoid reinventing the wheel, several ideas can be applied from acoustic indoor

transmission, where the environment is also rich in terms of scattering, the relative

bandwidth is larger than 100%, and beamforming is deployed by microphone arrays

for SNR improvements. This analogy can be substantiated by the following table.

First, it is obvious that both delay spreads divided by the corresponding wave vel-

ocity are of the same magnitude. Hence, both channels are characterized by dense

multipath propagation, if the bandwidth is fully exploited. Moreover, indoor environ-

ments are non-stationary, that is, time-variant, and the wavefronts are of spherical

shape in general, but can be approximated as planar if the receive array size is

much smaller than the distance to the transmitter. Also, the typical SNR (including

spreading gain) is a few decibels to insure satisfying speech recovery or moderate bit

error rates. Besides these similarities, there are some differences. While for acousti-

cal processing the complete signal shape has to be determined in general, in UWB

processing data detection is sufficient. In addition, the type of distortion is different:

broadband interferers and correlated noise are dominant in acoustic transmissions,

whereas narrowband and UWB interference, and uncorrelated receiver noise charac-

terize electromagnetic transmission. Last but not least, a voice activity detector

is needed for speech reconstruction, because signal duration is not known, while a

synchronization circuit is sufficient for UWB data transfer. In short, several ideas

from microphone array processing can be applied to UWB beamforming.

9.3.4 Related Topics

In addition to the benefits of MIMO&UWB for communications, ultra wideband

multiantenna techniques can be also applied for ranging [24] and for sensing.
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Ultra short pulses allow spatial resolution even down to subcentimeter range and are

therefore another current UWB research topic (see e.g., [25]). By means of multi-

antenna techniques, additional spatial parameters can be extracted (e.g., direction

of arrival or direction of departure), leading to enhanced precision in ranging.

Initial applications cover the detection of breast cancer [26] or mine localization

[27], as well as the detection of fires by active UWB radiation [28].

9.4 SPATIAL CHANNEL MEASUREMENTS AND MODELING

Without doubt, spatial channel measurements and spatial channel modeling are of

particular importance for a thorough investigation of MIMO&UWB systems. For

that reason we briefly revisit these two topics.

9.4.1 Spatial Channel Measurements

Beside basic theoretical considerations, channel measurements are of particular

importance to meet the claim of a comprehensive investigation of MIMO&UWB,

especially as a function of bandwidth. The channel models introduced in the follow-

ing sections only apply to certain bandwidths, and therefore just admit random

checks of ulterior gained insights w.r.t. bandwidth. In the following, two databases

are illustrated, where the second one is provided for unrestricted use (www.

impulse.usc.edu):

. IMST Database—in 2001 the IMST GmbH (Kamp-Lintfort, Germany) accom-

plished spatial UWB channel measurements in the frequency range between

1 GHz and 11 GHz within the scope of the European whyless.com project.

The transmitter was positioned on a 1.5 m� 30 cm rectangle with a grid

width of 1 cm. This resulted in 4681 different transmitter positions for a

single scenario. The receiver was fixed on a single spot. Therefore the

TABLE 9.1 Speech Processing vs UWB

Speech Processing UWB

Bandwidth �10 kHz (180%) �10 GHz (110%)

Delay spread �100 ms �100 ns

Environment Indoor, nonstationary Indoor, nonstationary

Challenges Highly reverberant Multipath propagation

Wavefront Spherical or planar? Spherical or planar?

Typical SNR 6–12 dB (moderately positive) 6–12 dB

Type Waveform estimation Detection (matched filter)

Interferer Broadband Broadband and narrowband

Noise Correlated (e.g., ventilator) Uncorrelated (thermal)

Other Signal duration not known Signals duration known
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measurements basically reflect a MISO&UWB system, which—thanks to the

antenna and channel reciprocity—could be also interpreted as a

SIMO&UWB system. Altogether four different scenarios were recorded:

W Pure LOS.

W Mixed LOS/NLOS, that is, parts of the transmitter positions have intervisibil-

ity with the receiver, others do not;

W Pure NLOS, transmitter and receiver in the same room;

W Pure NLOS, transmitter and receiver in different rooms.

Furthermore, it is worth mentioning that these channel measurements are also

suitable for analyzing MIMO scenarios under LOS conditions to some extent,

since numerous MIMO impulse responses between grid points on the above-

quoted rectangle could be recovered by convolution via the receiver. Since all

measurements are carried out separately by systematic adjustment of single

transmit antennas, the recorded data does not contain any coupling among

antennas. As mentioned earlier the antenna coupling in ultra wideband trans-

mission can be neglected even for distances no larger than a few centimeters.

. Intel Database—the Intel Corporation (San Jose, California) carried out

730,000 MIMO&UWB indoor channel measurements in the frequency

range between 2 GHz and 8 GHz. The magnitude and phase of the complex

baseband channel impulse response are available for numerous different

LOS and NLOS scenarios. A huge number of different measurements features

reliable resulted, for example, for channel modeling or algorithm testing.

The measuring setup contained an antenna installed under the ceiling (to

simulate a wireless access point, AP) and a mobile antenna to simulate a

free to move radio unit (MRU). The AP and the MRU were positioned on

a 1.83 m� 91 cm and a 46 cm� 46 cm large square, respectively and their

distance was varied between 3 m and 25 m.

A first analysis of the IMST measurement data was conducted in our department

concerning the correlation for different environments and bandwidths (in analogy to

the simulation results given in Weisenhorn and Hirt [8]. The normalized correlation is

wh1,h2
(Dd, t) ¼

j
Ð

h�1(t)h2(t þ t) dtjffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiÐ
jh1(t)j2 dt

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiÐ
jh2(t)j2 dt

q , (9:1)

where h1(t), h2(t) are two impulse responses measured between two transmitters

spaced by Dd and one receiver. Figure 9.1 shows the results for an LOS and an

NLOS environment with bandwidths of 500 MHz and 7.5 GHz. Obviously, the domi-

nant path in the LOS environment yields an extensive correlation for both band-

widths. Hence, under these conditions beamforming seems to be promising for

SNR improvement. In pure NLOS environments, such a clear characteristic cannot

be observed. Note also, that the normalized correlation for 500 MHz decreases at a

much slower rate than that for 7.5 GHz. Such spatially correlated wavefronts limit
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the data rate improvement of MIMO algorithms under the theoretical maximum in

case of no correlation. For example, numerous narrowband measurements [29, 30]

have shown that only approximately 70% of channel capacity can be achieved

because of such spatially correlated wavefronts. Hence, MIMO&UWB systems

seem to converge closer to the theoretical maximum, simply because of larger band-

width, but further investigations are without doubt necessary for statements of more

general value.

9.4.2 Spatial Channel Modeling

Channel models reflect major properties of recorded measurement data in order to

admit coarse forecasts of algorithms performance. As mentioned earlier, the

UWB channel is characterized by a dense multipath propagation and the clustering

phenomenon. The IEEE standard model 802.15.3a [31] reflects both properties ade-

quately. It is based on the Saleh–Valenzuela model being widely used for indoor

channel modeling. The channel impulse response is composed of L clusters and

Figure 9.1 Spatial Correlation for different environments and bandwidths. (a) LOS,

7.5 GHz; (b) NLOS, 7.5 GHz; (c) LOS, 500 MHz; (d) NLOS, 500 MHz.
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K rays in one cluster as follows:

h(t) ¼
XL

l¼1

XK

k¼1

ak,ld(t � Tl � tk,l), (9:2)

where ak,l denotes the amplitude of the kth ray of cluster l, Tl is the arrival time of the

lth cluster and tk,l is the delay of ray k of cluster l relative to the cluster start Tl.

Although this standard model mirrors important characteristics of the UWB

channel, for example, delay spread and power delay profile, the spatial component

is still entirely missing. A straightforward generalization [11] motivates the spatial

channel impulse response:

h(t,u) ¼
XL

l¼1

XK

k¼1

ak,ld(t � Tl � tk,l, u�Ql � qk,l), (9:3)

which assigns a DoA Ql þ qk,l to every ray. The average angle Ql of the lth cluster

is assumed to be uniformly distributed, whereas the individual angles qk,l are

modeled as Laplace-distributed random variables with constant variances being

independent on k and l. Note that this coarse spatial model reflects neither the

antenna spacings nor their individual positions with respect to the transmitter.

Another model [32], relying on a quite different philosophy, avoids these disadvan-

tages. Here, the spatial channel impulse response is composed of a statistical com-

ponent for reflecting the dense multipaths and a simple quasideterministic method to

model distinct individual echoes. For that reason, so-called virtual transmitters

(sources) are placed in a generic room and are obtained by mirroring the

actual transmitter positions, rt, at the walls of this room. These mirror positions

allow the generation of relevant echoes; its selection is still the object of current

research. The distance d(k, rr) between the kth virtual source and the receiver,

rr, leads to the delay

t (k, rr) ¼
d(k, rr)

c

and the corresponding magnitude

G (k, rr) ¼
c

4pd0F

� �2
d(k, rr)

d0

� ��a

of the respective kth path. Note that a is the path loss, F, is the center frequency and

d0 is a reference distance which allows further model flexibility. In order to incor-

porate the clustering phenomenon, any specific echo is accompanied by a cluster

of multipaths, similar to model (9.3). Observe, that the resulting impulse response

depends on the transmitter and receiver position, rt and rr. Hence, the model is

well suited for MIMO&UWB [8]; however, the explicit dependency on bandwidth

214 MIMO AND UWB



is missing, or, more precisely, the upper and lower cut-off frequencies are not yet

incorporated. Although this deficiency can be mitigated by proper shaping of the

individual signals traveling along the paths, the above model neither includes dis-

persion caused through the walls, nor the bandwidth dependence in the magnitude

G(k, rr).

9.5 SPATIAL MULTIPLEXING

As outlined in the introduction, we now proceed to the discussion of preliminary

results on MIMO&UWB. Starting with spatial multiplexing and related channel

capacity issues, we continue with spatial diversity aspects and conclude with

UWB beamforming and direction of arrival estimation.

It has been recently demonstrated that the ergodic channel capacity increases lin-

early with N, even for ultra wideband transmission, using N transmit and N receive

antennas. This result corresponds to the narrowband case with Rayleigh or Ricean

fading, while for an UWB channel Nakagami fading seems to be more appropriate,

since the number of scattering components within one resolvable path is of the

average order of only two to three. Hence, the central limit theorem causing the

Rayleigh or Ricean distribution for the narrowband case is not longer applicable.

An alternative to the Nakagami probability density function (p.d.f.) is the log–

normal p.d.f. because both pass a Kolmogorov–Smirnov test with a significance

level of 1% [31]. However, similar results of general significance for the log–

normal distribution turn out to be more difficult to obtain. The far-reaching

statement given above can be proven in closed form for the rather unrealistic

assumption of a frequency flat channel, where the ergodic channel capacity Ce is

expressed as

lim
N!1

Ce

NB
¼ log (SNR1)� 1þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 4SNR1

p
� 1

2SNR1

þ 2 tanh�1 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 4SNR1

p (9:4)

with SNR1 as a modified SNR including the fading coefficients power. Observe that

Ce increases linearly with N for a huge number of antennas. This result can be gen-

eralized for a two-path channel also in closed form. For arbitrary frequency selective

channels only a numerical solution for calculating the outage probability Pout is

derived. The behavior is illustrated in the following two figures, which show on

the one hand the bit rate scaled by the bandwidth vs the number of antennas for

selected outage probabilities and on the other hand the outage probability for a

selected number of antennas. Apparently, even for N � N MIMO&UWB trans-

mission and frequency selective fading the bit rate increases linearly with slope

one against the antenna number N. This result also applies to a small number of

antennas and therefore extends Equation (9.4) in a straightforward manner. Conse-

quently, in terms of spatial multiplexing, MIMO&UWB systems promise the same

improvement of spectral efficiency as conventional narrowband MIMO systems.
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9.6 SPATIAL DIVERSITY

As mentioned earlier, the usefulness of spatial diversity decreases with increasing

bandwidth, since signal cancelation caused by fading becomes more unlikely with

larger bandwidth. Therefore, the central question is to find the threshold bandwidth

to which spatial diversity is still worth exploiting. In order to avoid any misleading

array gain and to investigate the diversity gain only, Alamouti-STC with two

Figure 9.2 Ergodic channel capacity of UWB communication systems under Nakagami fre-

quency selective fading. (a) Scaled bit rate vs number of transmit and receive antennas. (b)

Outage probability vs scaled bit rate.
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transmit and a single receive antenna has been investigated, so that even channel

state information (CSI) at the transmitter is useless (for that reason the array gain

equals zero). The frequency selective UWB channel is divided into numerous fre-

quency flat subchannels with an individual bandwidth of 6.25 MHz via OFDM.

Figure 9.3 shows the bit error ratio obtained by real channel measurements and

permits a preliminary conclusion about spatial diversity gain. Note that the transmit

power doubles when the bandwidth is doubled and therefore a gain of 3 dB can be

noticed, but not more. Even for a low UWB bandwidth of 500 MHz the diversity

gain seems to be negligible. Again, a closer investigation is recommended since

these results are not representative. For that reason, suppose that for each subcarrier

the magnitude of the fading coefficient a is described by the Nakagami distribution

pjaj(x) ¼
2 k

2V

� �k=2 1

G
�
k
2

� xk�1e�kx2=2V when x � 0,

0 when x , 0 (9:5)

8
<

:

where k � 1, and the sign of a is equally distributed on þ1 and �1. Note that the

parameter V is related to the strength of the fading a as

V ¼ E(a2),

and the parameter k is related with the variance of a in a complex way, which can be

written as

var(a) ¼ 1�
G(2kþ 1

2
)

G(2k)

� �2
1

2k

" #
V: (9:6)

Figure 9.3 Alamouti-STC for different bandwidths.
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It can be shown that for fixed V, the variance of a decreases monotonically with k,

achieving its maximum value when k ¼ 1. On the other hand, we have argued that,

with the increase in the system bandwidth, the channel shows less fading. In the

extreme case, when the system bandwidth approaches infinity, there will be no

fading so that k should approach infinity. Thus, we will have var(a)! 0, as can

be seen from Equation (9.6). Therefore the parameter k should be related to the

system bandwidth somehow, but an explicit relationship is not yet known. Hence,

we preliminarily assume a simple linear dependence described by

k ¼ 1þ b(B� Bmin), ð9:7Þ

where b is a suitable scaling parameter and Bmin is the minimum bandwidth, below

which the channel model passes over from UWB to narrowband or wideband

systems. Hence, Bmin ¼ 100 MHz seems to be reasonable. Since measurements

have shown that k takes typical values from 1 to 9 for a system bandwidth of

B ¼ 500 MHz, it follows that b ¼ 1=100 MHz seems to be an appropriate choice.

Contrary to the previous example on transmit diversity, we are now able to investi-

gate also the case of receive diversity. Maximum ratio combining (MRC) is applied

in the following yielding an array gain of 3 dB per each antenna doubling and unde-

termined diversity gain. The following figures show the BER as a function of SNR

for one transmit, two receive antennas, bandwidths of 500 MHz, 7.5 GHz, and

V ¼ 1, 10. Note that here k is given by Equation (9.7).

From Figures 9.4 and 9.5, it can be observed that, for V ¼ 1 and for wideband

wireless communications with 20 MHz bandwidth, the diversity gain obtained by

two receive antennas with the MRC algorithm only about 1 dB for low SNR

Figure 9.4 UWB SIMO wireless systems compared with wideband (WB) SIMO wireless

systems for B ¼ 500 MHz and V ¼ 1.
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(,10 dB), but becomes remarkable for higher SNR. In contrast, for UWB wireless

communications, only a marginal diversity gain can be observed for both band-

widths. However, by significantly increasing the fading by expanding V to 10, sig-

nificant diversity gains can be achieved also for UWB wireless systems (Figures 9.6

and 9.7) almost irrespective of the bandwidth.

Figure 9.5 UWB SIMO wireless systems compared with wideband SIMO wireless systems

for B ¼ 7:5 GHz and V ¼ 1.

Figure 9.6 UWB SIMO wireless systems compared with WB SIMO wireless systems for

B ¼ 500 MHz and V ¼ 10.
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The above observations may raise some doubt about the usefulness of equipping

a UWB wireless system with multiple receive antennas to combat fading, but further

work is still needed here to validate this conjecture in detail. For example, the above

model (9.7) for k is more or less heuristic; hence, more attention should focus on

model validation for k or even V as a function of bandwidth. Then, based on

such models, the diversity gain cannot only be investigated by measurements, but

also by analytical methods. All these steps are currently under progress in our

UWB research group.

9.7 BEAMFORMING

Whereas the properties of spatial multiplexing in MIMO&UWB are quite obvious

and for spatial diversity the threshold bandwidth is the major open issue, the benefits

of UWB beamforming are harder to examine. While the beampattern of an UWB

impulse beamformer can be analytically investigated and shows some attractive

properties [33, 34]. The identification of all directions of arrivals seems to be challen-

ging in a dense multipath environment. However, due to the clustering phenomenon—

well-known from cellular wireless communication systems—the most relevant bear-

ings can probably be determined in the case of UWB transmission even in an NLOS

indoor environment [35]. In order to substantiate this, Figures 9.8 and 9.9 show the

time-dependent beampattern (BP)

BP(t0, Dt, u) :¼

ðt0þDt

t0

jy(t, u)j2 dt

� �1
2

, (9:8)

Figure 9.7 UWB SIMO wireless systems compared with WB SIMO wireless systems for

B ¼ 7:5 GHz and V ¼ 10.
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normalized to its maximum magnitude w.r.t. u. Here, y(t) is the output of a conven-

tional delay and sum beamformer, Dt the observation interval, and t0 represents the

time dependence.

The plus in the ground plane indicates a positive path amplitude of the spatial

impulse response, whereas the circle stands for a negative path amplitude. First,

observe that the LOS can be easily detected, and second, even in an NLOS environ-

ment, the relevant cluster bearings can be identified. These observations confirm our

previous statement (for succeeding discussions see Ries et al. [34]).

Figure 9.8 Normalized beampattern BP(t0, Dt, u)=maxu ½BP(t0, Dt, u)� for an LOS environ-

ment. Dt ¼ 50 ns and t0 ¼ 0 ns (5 ns) 240 ns.

Figure 9.9 Normalized beampattern BP(t0, Dt, u)=maxu ½BP(t0, Dt, u)� for an NLOS

environment. Dt ¼ 50 ns and t0 ¼ 0 ns (5 ns) 220 ns.
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Since the estimation of cluster bearings seems not to be unrealistic, UWB

beamforming is also worth investigating further. In fact, because the UWB impulse

duration is shorter then the average travel time across the array, UWB beamforming

shows several interesting phenomena. These are briefly summarized as follows:

. Mainlobe Width—it can be proven that the UWB mainlobe width greatly

depends on the ratio of center wavelength over array size, which corre-

sponds to conventional narrow- and broadband beamforming.

. Grating Lobes—grating lobes disappear for UWB signals because of broad

averaging over frequency. Taking into account also the previous statement,

the UWB mainlobe width can be made almost arbitrarily narrow simply by

increasing the spacing between two antennas. This is opposite to narrow-

and broadband beamforming, where more antennas are needed to sharpen

the mainlobe without undesired ambiguities caused by grating lobes.

. Sidelobe Level—the UWB sidelobe level is fixed for a rather wide range of

bearings. This occurs because, for bearings outside the mainlobe direction,

the travel time across the array may become larger than the short impulse

duration, so that an overlap at the beamformers output is prevented.

Hence, for UWB beamforming unequal prefiltering among the antenna

branches is not really meaningful. This is in contrast to narrow- and broad-

band beamforming, where unequal prefilters are used to enhance the main-

to sidelobe ratio.

. Peak Gain—the UWB peak gain is doubled compared with conventional

narrow- and wideband beamforming. This feature is of particular relevance

for applications because it principally allows for halving the number of

antennas. It can be exemplified as follows. Suppose a delay-and-sum beam-

former with two antennas, large antenna spacing and zero delays. Under this

set-up a pulse-shaped wavefront arriving from the broadside is added con-

structively by the beamformer, leading to an output signal with doubled

magnitude and therefore four times the peak (or instantaneous) power of

the signal itself. In contrast, for another pulse-shaped wavefront arriving

from end-fire, the two pulses traveling along the two antenna branches do

not overlap at the beamformer output (because of the large antenna

spacing), so that the peak power equals the single signal power only.

Hence, even with only two antennas, the peak power ratio is four, which

means a doubled-dB gain.

. Interference Rejection—opposite to sidelobe level suppression, rejection of

UWB interferers requires filters on behalf of delays in each antenna branch

in order to enable nulling over a wide frequency range for a few selected

directions. However, since UWB is characterized by a dense multipath

environment, distinct interference rejection is hard to achieve.

In conclusion, UWB beamforming shows several interesting properties, simply

because the travel time across the array is larger than the pulse duration. Related

proofs, more simulations, and further discussions are given in Ries and Kaiser [34].
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9.8 CONCLUSION AND OUTLOOK

The aim of this contribution is to highlight major features of MIMO&UWB. Some

preliminary conclusions are:

. A spatial channel model adequately reflecting the dependence of bandwidth

is still missing; this is a precondition for a thorough analytical and numerical

investigation of MIMO&UWB.

. The linear dependence of the ergodic channel capacity on the number of

transmit/receive antennas principally holds true also for MIMO&UWB.

. MIMO&UWB seems to be a promising approach for achieving highest data

rates and extending coverage, but noticeable improvements of link quality

by exploiting spatial diversity should not be expected.

. MIMO&UWB represents the upper physical bound for data rates in indoor

environments.

However, in order to substantiate these conclusions and to extend them further,

numerous issues have to be addressed in more detail, for example:

. Adequate transceiver architectures for spatial multiplexing and space time

coding;

. Advanced cluster beamforming;

. Interference cancellation by UWB beamforming with low number of

antennas;

. Transmit beamforming, digital beamforming;

. Adjustable precise analog true time delays;

. Pulse shaping, modulation, and synchronization for MIMO&UWB systems;

. Ranging with MIMO&UWB systems;

. Technical aspects, impairments and their cancellation of MIMO&UWB

systems;

. Multiuser MIMO&UWB systems.

In conclusion, MIMO&UWB constitutes an interdisciplinary field of challenging

long term strategic research with rich potential for future applications.
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&CHAPTER 10

Multiple-Access Interference
Mitigation in Ultra Wideband Systems

SINAN GEZICI, HISASHI KOBAYASHI, and H. VINCENT POOR

10.1 INTRODUCTION

Ultra wideband systems offer many advantages for communications, such as high

data rate transmission, robustness against small-scale fading, and low probability

of interception. Moreover, their large spreading factor results in large multiuser

capacity; that is, it is theoretically possible to accommodate a large number of

users in a UWB multiple-access environment [1–6].

In this chapter, we consider MAI mitigation for multiaccess impulse radio UWB

(IR-UWB) systems, and present signal processing techniques for combatting the

effects of interfering users on the detection of information symbols. We consider

a scenario, in which all the users transmit their signals at the same time by

relying on their multi-access codes, which can be considered as a CDMA scheme

[7, 8]. However, in some UWB systems, such as the IEEE 802.15.3a-based high-

data-rate UWB physical layer for PANs [9–11], the transmissions from different

users are time division multiplexed so that no two users in a given piconet transmit

at the same time. However, even with such time-division multiplexing, there is still

MAI from neighboring piconets, thus MAI mitigation is still an issue.

The organization of this chapter is as follows: after introducing the signal model

in Section 10.2, we analyze MAI mitigation techniques for IR-UWB systems under

two categories. The first includes the multiuser detection (MUD) algorithms at the

receiver side (Section 10.3), where we consider ML detection, linear receivers, itera-

tive algorithms, and other common MAI mitigating receivers. Because of the simi-

larity between random CDMA (RCDMA) and IR-UWB systems [8, 12], the

well-known MAI mitigation algorithms for CDMA systems can be employed for

IR-UWB systems with no change. However, the special signaling structure of IR-

UWB systems facilitates the design of special MAI mitigation algorithms that

cannot be used for ordinary CDMA systems. Since multiuser receivers for CDMA
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systems have been thoroughly investigated, we mainly consider here the MAI miti-

gation algorithms specifically designed for IR-UWB systems, and summarize the

well-known CDMA approaches briefly. For the second category of MAI mitigation

techniques, in Section 10.4, we investigate different multiaccess code design algor-

ithms at the transmitter side; namely, TH and polarity code designs. The chapter

concludes in Section 10.5 with a discussion of the MAI mitigation algorithms.

10.2 SIGNAL MODEL

10.2.1 Transmitted Signal

We consider a TH IR-UWB system with K users, in which the transmitted signal

from user k is represented by

s(k)
tx (t) ¼

ffiffiffiffiffi
Ek

Nf

r X1

j¼�1

d(k)
j b(k)
b j=Nfc

wtx(t � jTf � c(k)
j Tc � a(k)

b j=Nfc
D), (10:1)

where wtx(t) is the transmitted UWB pulse, Ek is the bit energy of user k, Tf is the

“frame” time, and Nf is the number of pulses representing one information

symbol. For binary PAM, b(k)
b j=Nfc

[ {þ1,�1} and a(k)
b j=Nfc

¼ 0, 8j, k, and for M-ary

PPM, b(k)
b j=Nfc

¼ 1 and a(k)
b j=Nfc

[ {0, 1, . . . , M �1} with D denoting the modulation

index [6, 13].

In order to allow the channel to be shared by many users without causing cata-

strophic collisions, a TH sequence {c(k)
j } is assigned to each user, where c(k)

j [
{0, 1, : : : , Nc � 1} with Nc being the number of chips in a frame, that is, Nc ¼ Tf=Tc.

The polarity codes, d(k)
j s, are binary (+1) random variables that help reduce the

spectral lines in the power spectral density of the transmitted signal [14] and mitigate

the effects of MAI [7]. The receiver for user k is assumed to know its polarity code.

Considering binary PAM1 and defining a sequence {s(k)
j } as

s(k)
j ¼

d(k)
b j=Ncc

, j� Ncb j=Ncc ¼ c(k)
b j=Ncc

0, otherwise (10:2)

(

we can express Equation (10.1) as

s(k)
tx (t) ¼

ffiffiffiffiffi
Ek

Nf

r X1

j¼�1

s(k)
j b(k)
b j=(Nf Nc)cwtx(t � jTc), (10:3)

which indicates that an IR-UWB system with polarity codes can be regarded as an

RCDMA system [15] with a “generalized spreading” sequence {s(k)
j } [7, 8]. Note

that the main difference of the signal model in Equation (10.1) from the RCDMA

model [16–18] is the use of {�1, 0,þ1} as the spreading sequence, instead of

1Extension to the PPM case is also possible [8].
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{�1,þ1}. Also the elements of the spreading sequence are usually modeled as inde-

pendent and identically distributed (i.i.d.) for RCDMA systems, whereas they are

dependent for IR-UWB systems [12]. The signal model given by Equation (10.3)

can represent an RCDMA system with a processing gain of Nf , by considering

the special case when Tf ¼ Tc.

An example IR-UWB signal is shown in Figure 10.1, where six pulses are trans-

mitted for each information symbol (Nf ¼ 6) with the TH sequence {2, 1, 2, 3, 1, 0}.

10.2.2 Received Signal

Consider the discrete presentation of the channel, a(k) ¼ ½a
(k)
1 � � �a

(k)
L � for user k,

where L is assumed to be the number of multipath components for each user, and

Tc is the multipath resolution. Then, the received signal can be expressed as

r(t) ¼
XK

k¼1

ffiffiffiffiffi
Ek

Nf

r X1

j¼�1

XL

l¼1

a
(k)
l s(k)

j b(k)
b j=(NfNc)cwrx½t � jTc � (l� 1)Tc� þ snn(t), (10:4)

where wrx(t) is the received unit-energy UWB pulse, which is usually modeled as the

derivative of wtx(t) due to the effects of the antenna, and n(t) is zero mean white

Gaussian noise with unit spectral density.

Consider a filter matched to the UWB pulse wrx(t), as shown in Figure 10.2.

When the output of this filter is sampled at the instant when the lth path of the jth

frame arrives for the ith information bit, and then despread2 by the polarity code

of the user of interest, say user 1, the discrete signal is expressed, for a synchronous

Figure 10.1 A TH IR-UWB signal with pulse-based polarity randomization where Nf ¼ 6,

Nc ¼ 4 and the TH sequence is {2, 1, 2, 3, 1, 0}. Assuming that þ1 is currently being trans-

mitted, the polarity codes for the pulses are {þ1,þ1,�1,þ1,�1,þ1}.

Figure 10.2 Matched-filtering, sampling and despreading of the received signal.

2In the context of IR-UWB systems, spreading by random polarity codes is not intended for expanding the

bandwidth of the signal. It mainly helps reduce the effect of MAI [7] and eliminates the spectral lines [14].
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system, as3

rl, j ¼ sT
l, jAbi þ nl, j, (10:5)

where A ¼ diag{
ffiffiffiffiffiffiffiffiffiffiffiffi
E1=Nf

p
, . . . ,

ffiffiffiffiffiffiffiffiffiffiffiffiffi
EK=Nf

p
}, bi ¼ ½b

(1)
i � � � b

(K)
i �

T and nl,j � N (0, s 2
n ).

The signature vector sl, j is a K � 1 vector, which can be expressed as a sum of

the desired signal part (SP), IFI and MAI terms:

sl, j ¼ s(SP)
l, j þ s(IFI)

l, j þ s(MAI)
l, j , (10:6)

where the kth elements can be expressed as

s(SP)
l, j

h i

k
¼

a
(1)
l , k ¼ 1

0, k ¼ 2, . . . , K

(
(10:7)

s(IFI)
l, j

h i

k
¼

d(1)
j

P
(n,m)[Al, j

d(1)
m a(1)

n , k ¼ 1

0, k ¼ 2, . . . , K

(
(10:8)

s(MAI)
l, j

h i

k
¼

0, k ¼ 1

d(1)
j

P
(n,m)[B(k)

l, j
d(k)

m a(k)
n , k ¼ 2, . . . , K

(
(10:9)

with

Al, j ¼ {(n, m) : n [ {1, . . . , L}, m [ F i, m = j, mNc þ c(1)
m þ n

¼ jNc þ c(1)
j þ l} (10:10)

and

B
(k)
l, j ¼ {(n, m) : n [ {1, . . . , L}, m [ F i, mNcþ c(k)

m þ n¼ jNcþ c(1)
j þ l}, (10:11)

where F i ¼ {iNf , . . . , (iþ 1)Nf � 1}.

Note that Al, j is the set of frame and multipath indices of pulses from user 1 that

originate from a frame different from the jth one and collide with the lth path of the

jth pulse of user 1. Similarly, B(k)
l, j is the set of frame and path indices of pulses from

user k that collide with the lth path of the jth pulse of user 1. Also note that for sim-

plicity of the analysis, we assume a guard interval between information symbols that

is equal to the length of the channel impulse response [23], which avoids ISI. There-

fore, for bit i, we only consider the interference from the pulses in the frames of the

current symbol i, namely, from the pulses in frames iNf , . . . , (iþ 1)Nf � 1.

3Note that the dependence of rl, j on the index of the information bit, i, is not shown explicitly.

230 MULTIPLE-ACCESS INTERFERENCE MITIGATION IN ULTRA WIDEBAND SYSTEMS



Special Case: AWGN Channel For the simple AWGN channel case, a(k)
1 ¼ 1

and a
(k)
l ¼ 0 for l . 1 and 8k. Therefore, there is no IFI and the received

samples from an information bit, say the 0th bit, of the desired user (user 1) are

denoted as

r ¼ ½r1,0 r1,1 � � � r1, Nf�1�
T, (10:12)

where r1, j is as given in Equation (10.5), with the kth element of s1, j given by

s1,j

� �
k
¼

1, k ¼ 1

d(1)
j d(k)

j I{c(k)
j
¼c(1)

j
}, k ¼ 2, . . . , K

(
(10:13)

Here ID denotes an indicator function that is equal to one inside D, and zero

elsewhere.

The received signal in Equation (10.12) can also be expressed as

r ¼ SAbþ n, (10:14)

where b ¼ ½b(1)
0 � � � b

(K)
0 �

T, n is a K � 1 vector of i.i.d. Gaussian noise components,

n � N (0,s2
nI), and S is the Nf � K signature matrix, the jth row of which is sT

1,j,

given by Equation (10.13).

Due to the low duty-cycle nature of the IR-UWB signals, some of the users may

not be interfering with the desired user. If the kth user does not collide with the

pulses of user 1, the kth column of S becomes an all-zero vector. Therefore, we

can ignore that user in the signal model and define a simpler model. If K1 is the

number of users colliding with the pulses of user 1, then we obtain [12]

r ¼ S1A1b1 þ n, (10:15)

where b1 is a (K1 þ 1)� 1 vector containing the information symbols from

the first user and the users colliding with that user; A1 is a diagonal matrix with the

first element being the amplitude of the signal from user 1 and the remaining elements

being the amplitudes of the users’ signals colliding with user 1; and the Nf � (K1 þ 1)

signature matrix S1 is obtained from S in Equation (10.14) by removing the columns

corresponding to elements that do not collide with the first user.

10.3 MULTIPLE-ACCESS INTERFERENCE MITIGATION AT
THE RECEIVER SIDE

As we have seen in Section 10.2.1, an IR-UWB system can be modeled as an

RCDMA system with generalized signature sequences. Therefore, the classical

MUD techniques developed for RCDMA systems can be applied directly to

IR-UWB systems [12–20]. However, the complexity of these techniques is often
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quite high, and the signaling structure of IR-UWB systems is suitable for less

complex MUD algorithms specifically designed to exploit that structure.

Moreover, chip-rate sampling is not very suitable for UWB systems due to the

need for sampling rates as high as tens of GHz. Therefore, algorithms based on

frame-rate or symbol-rate sampling are more suitable in order to have low-power

receiver architectures.

In this section, we consider different MUD techniques for IR-UWB systems.

Since basically any MUD technique for an RCDMA system can be applied to IR-

UWB systems, we focus mainly on multi-user receivers specifically designed for

IR-UWB systems. The conventional MUD techniques for RCDMA systems can

be found in many references, such as [19, 21].

10.3.1 Maximum-Likelihood Sequence Detection

The optimal receiver that minimizes the probability of error chooses the information

symbols that maximize the a posteriori log-likelihood. However, the complexity

of this optimal scheme grows exponentially with the number of users K, namely

O(2K) [19, 20]. However, if we consider the samples at instants only when the pulses

from the desired user, user 1, arrives, we can design a suboptimal but simpler receiver

given by

b̂
(1)
¼ arg max

b(1)[+1

X

~b[{�1, 1}K1

kr� S1½b
(1) ~b�Tk2, (10:16)

where r and S1 are as in Equation (10.15), and K1 is the number of users colliding with

the first user.

This receiver is called the “quasi-ML” receiver [12]. Note that the complexity of

this receiver is O(2K1 ). Also it is the optimal receiver given the received samples at

the instants when the pulses from user 1 arrive. The reduction in complexity is the

result of using one sample in each frame and ignoring the users that do not collide

with the desired user at the sampling instants in the frames. This also results in a

performance loss compared with the optimal ML receiver based on chip-rate

samples (total of NfNc samples), which form a sufficient statistic.

10.3.2 Linear Receivers

The main difficulty with the ML-based multiuser receiver is its complexity. One way

to have a low complexity receiver is to consider linear receiver structures. When we

observe Equation (10.14), we see that the received samples are related to the

symbols by a linear model, but the fitting of this model is difficult due to the

integer constraint on the information symbols. The main idea behind the linear recei-

vers is to ignore this integer constraint and to consider the unconstrained linear

model. In this way, low complexity receiver designs become possible, with some

loss in performance.

232 MULTIPLE-ACCESS INTERFERENCE MITIGATION IN ULTRA WIDEBAND SYSTEMS



Pulse Discarding Receivers A basic class of linear multiuser detectors

specifically suited to IR-UWB systems includes blinking receivers (BRs) [12] and

chip discriminators [22]. Due to the signaling structure of an IR-UWB signal,

usually not all Nf pulses for a symbol from a given user are corrupted by pulses

of interfering users. Therefore, by discarding the pulses that are (significantly) cor-

rupted by the interferers, and only considering the remaining pulses for symbol

detection, MAI can be rejected to a certain degree. Therefore, those type of receivers

are also called “pulse-discarding” receivers.

The BR ignores all the pulses corrupted by any of the interference and makes use

of only the uncorrupted pulses. If we consider the received samples over the AWGN

channel given by Equation (10.12), then the bit estimate is given by [12]

b̂ ¼ sgn{wT
BRr}, (10:17)

where sgn(x)¼
4

x=jxj is the sign function, and wBR ¼ ½w1 � � �wNf
�
T is a weighting

vector given by

wj ¼
1, if ½s1, j�2 ¼ � � � ¼ ½s1, j�K ¼ 0

0, otherwise

�
(10:18)

Although the BR is a very simple multiuser detector, it still requires knowledge of

TH sequences to determine whether there occur collisions between the pulses. Also,

there should be a sufficient number of uncorrupted pulses in order to make a reliable

decision. Moreover, in some cases, discarding pulses that are colliding with weak

interferers may cause the BR to perform worse than a conventional matched filter

(MF) receiver, which is characterized by wMF ¼ 1, with 1 denoting a vector of

unit elements [24].

Unlike the BR, the chip discriminator [22] uses only the samples that are smaller

than a certain threshold. In this way, the problem of the BR that slightly corrupted

pulses are discarded is resolved. However, in order to be able to set an optimal

threshold value to minimize the bit error probability (BEP), accurate estimation

of the channel is required.

Quasi-Decorrelator By the similarity between IR-UWB and RCDMA systems,

the decorrelating receiver [19] for RCDMA systems can be implemented for IR-

UWB systems as well. However, it requires the inversion of a K � K matrix

every time the spreading sequences change. Therefore, it might be very complex

for IR-UWB systems when there is a large number of users, but when we consider

the simplified signal structure in Equation (10.15) by considering the specific signal-

ing structure of IR-UWB systems, we can obtain the following quasi-decorrelator

receiver [12]:

b̂ ¼ sgn ST
1 S1

� ��1
(S1)Tr

h i

1

n o
, (10:19)
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which requires the inversion of a (K1 þ 1)� (K1 þ 1) matrix, where K1 is the

number of users colliding with the user of interest, the first user.

It is shown in [12] that, under appropriate conditions, the quasi-decorrelating

receiver can provide considerable complexity reduction. However, its performance

is practically equal to that of the BR, and degrades significantly when the number of

users is large. It also performs worse than the MF receiver when the interference is

not very strong.

Quasi-MMSE Similar to the quasi-decorrelator, the quasi-MMSE receiver is

defined by [12]

b̂ ¼ sgn ST
1 S1 þ s2

n(A1)�2
� ��1

(S1)Tr
n o

1

� �
: (10:20)

As in the decorrelating receiver, the quasi-MMSE receiver requires a matrix

inversion of size (K1 þ 1). However, it also considers the thermal noise component

and therefore solves the problem of the quasi-decorrelator receiver in a weak

interference scenario.

When the SNR is high, the quasi-MMSE receiver and the BR perform similarly.

This is expected because, at high SNR, the MMSE receiver has the same perform-

ance as the decorrelating receiver, which performs practically the same as the BR

[12]. On the other hand, at low SNR, the quasi-MMSE receiver performs almost

the same as the MF receiver.

Optimal and Suboptimal Pulse Combining Schemes The linear receivers

we have considered in the previous sections use the low duty cycle property of IR-

UWB signals to reduce complexity. We have considered the AWGN channel model

in order to have succinct explanations. The same ideas can be extended to multipath

channels as well. However, especially in indoor environments, the multipath

channel can have hundreds of multipath components due to the high resolution of

UWB signals. In such cases, the previous algorithms cannot have the desired com-

plexity reduction since more collisions will occur through multipath components.

Also in order to have sufficient energy collection more than one multipath com-

ponent needs to be combined at the receiver, and the need for rake receivers

arises. Therefore, in a multipath environment, the multipath diversity from different

signal components needs to be considered in addition to the repetition diversity due

to the transmission of the same information bit over Nf UWB pulses.

In this section, we consider a linear receiver with M parallel correlators (i.e., rake

with M fingers), where frame-rate sampling is employed at each branch, as shown in

Figure 10.3. The frame-rate sampling can be used if we consider a frame-long tem-

plate signal at each branch, with the pulse position determined by the TH sequence

for that frame and the delay of the multipath component for that branch (finger).

In a typical UWB channel, there is a large number of multipath components.

Therefore, it is not practically possible to combine all the multipath components

of the incoming signal; that is, to design an all-rake receiver [26]. Hence, a subset
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of the multipath components is employed by the rake receiver, which is then called a

selective-rake receiver [26]. Let the set of multipath components that are used as the

rake fingers be denoted by L ¼ {l1, . . . , lM} with M � L. Then, at the mth branch of

the rake, the received samples from the 0th information bit are denoted as

rlm,0, . . . , rlm, Nf�1, where rl,j is as given by Equation (10.5).

In order to mitigate the MAI as much as possible, two main issues need to be con-

sidered for a selective-rake receiver:

. Optimal selection of the multipath components to employ at the receiver (the

optimal finger selection problem);

. Optimal combining of signals at different rake fingers.

The optimal finger selection problem for linear MMSE selective-rake receivers is

considered in [25]. The optimal scheme which maximizes the overall SINR of the

systems is shown to be an NP-hard problem, but two suboptimal algorithms with

polynomial complexity are proposed based on Taylor series approximation and

integer relaxation techniques.

Note that the optimal finger selection problem depends on the combining scheme

at the rake receiver. In order to understand the tradeoffs among different combining

schemes, we assume that the set of optimal fingers for the rake receiver is known

beforehand, and consider the pulse combining problem in the remainder of this

section.

Linear MMSE Combining When we consider the optimal combining of

received samples from the M branches of the rake receiver in Figure 10.3, we can

first use a linear receiver for user 1 that combines all the samples from the received

signal optimally, according to the MMSE criterion [27].

Let r be an N � 1 vector denoting the distinct samples rl, j for (l, j) [ L � F i:

r ¼ rl1, j(1)
1
� � � rl1, j(1)

m1

� � � rlM , j(M)
1
� � � rlM , j(M)

mM

h iT

, (10:21)

Figure 10.3 Rake receiver with M branches where frame-rate sampling is employed at each

branch.
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where
PM

i¼1 mi ¼ N denotes the total number of distinct samples, with N � MNf ,

and F i is the set of frames corresponding to the ith information bit

F i ¼ {iNf , . . . , (iþ 1)Nf � 1}. Note that, due to the multipath channel, some

sampling instants can overlap, and the number of distinct samples N can be

smaller than MNf . Also note that, for an AWGN channel, r in Equation (10.21)

reduces to r in Equation (10.12).

From Equation (10.5), r can be expressed as

r ¼ SAbi þ n, (10:22)

where A and bi are as in Equation (10.5) and n � N (0,s2
nI). S is a signature matrix,

which has sT
l,j [see Equations (10.6)–(10.9)] for (l, j) [ C as its rows, where

C ¼ {(l1, j(1)
1 ), . . . , (l1, j(1)

m1
), . . . , (lM , j(M)

1 ), . . . , (lM , j(M)
mM

)}.

From Equations (10.6)–(10.9), S can be expressed as S ¼ S(SP) þ S(IFI) þ S(MAI).

Then, after some manipulation, r becomes

r ¼ b(1)
i

ffiffiffiffiffi
E1

Nf

r
(aþ ~e)þ S(MAI)Abi þ n, (10:23)

where a ¼ ½a
(1)
l1

1T
m1
� � �a

(1)
lM

1T
mM
�
T, with 1m denoting an m� 1 vector of all ones, and

~e is an N � 1 vector whose elements are el, j ¼ d(1)
j

P
(n, m)[Al,j

d(1)
m a(1)

n for (l, j) [ C.
A linear receiver combines the elements of r and obtains a decision variable as

follows:

y1 ¼ uTr, (10:24)

where u is the weighting vector.

The MMSE weights that maximize the SINR of the received signal in Equation

(10.23) can be obtained as [19]

uMMSE ¼ R�1
w1

(aþ ẽ) (10:25)

where w1 ¼ S(MAI)Abi þ n and Rw1
¼ E{w1wT

1 }. Assuming equiprobable infor-

mation symbols, the correlation matrix can be expressed as

Rw1
¼ S(MAI)A2(S(MAI))T þ s2

nI: (10:26)

Then, the linear MMSE receiver becomes

b̂(1)
i ¼ sgn{rTR�1

w1
(aþ ~e)}: (10:27)

Note that this receiver requires the inversion of an N � N matrix. It combines the

samples from different frame and multipath components in an optimal manner

among the class of linear receivers. In other words, it exploits both the repetition

and the multipath diversity. The main problem about this receiver is the complexity
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of inverting the N � N correlation matrix. If we can sacrifice some optimality

from the repetition diversity or the multipath diversity domains, we can reduce

the computational complexity. Two such receivers are considered in the following

sections.

Optimal Frame Combining Consider suboptimal combining of different multi-

path components in each frame for complexity reduction. In this case, the multipath

components in each frame are added according to the maximal ratio combining

(MRC) criterion. Then, those combined components in the frames are combined

according to the MMSE criterion, as shown in Figure 10.4. That is, the decision vari-

able is given by

y2 ¼
X(iþ1)Nf�1

j¼iNf

gj

X

l[L

a
(1)
l rl, j, (10:28)

where giNf
, . . . ,g(iþ1)Nf�1 are the weighting factors for the ith bit.

From Equation (10.5), y2 can be expressed as

y2 ¼ gT
i

X

l[L

a
(1)
l ŜlAbi þ

X

l[L

a
(1)
l n̂l

 !
, (10:29)

where gi ¼ ½giNf
� � � g(iþ1)Nf�1�

T is the vector of weighting coefficients, n̂l ¼

½nl,iNf
� � � nl,(iþ1)Nf�1�

T is the noise vector, which is distributed as N (0,s2
nI), and Ŝl

Figure 10.4 The optimal frame combining (OFC) scheme, in which the multipath com-

ponents in each frame are added according to the MRC criterion, and the combined

components in the frames are combined according to the MMSE criterion. In the figure,

two of the multipath components are assumed to be employed by the rake receiver, and

three frames are transmitted per symbol. That is, M ¼ 2, L ¼ {1, 2} and Nf ¼ 3.
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is an Nf � K matrix, whose jth row is sT
l,iNfþj�1. Using Equations (10.6)–(10.9), Ŝ

can be expressed as Ŝ ¼ Ŝ
(SP)
þ Ŝ

(IFI)
þ Ŝ

(MAI)
. Then, we get

y2 ¼ gT
i b(1)

i

ffiffiffiffiffi
E1

Nf

r X

l[L

(a(1)
l )21Nf

þ
X

l[L

a
(1)
l êl

" #
þ w2

( )
, (10:30)

where êl is an Nf � 1 vector whose jth element is el,iNfþj�1 ¼ d(1)
iNfþj�1

P
(n,m)[Al,iNfþj�1

d(1)
m a(1)

n and w2 ¼
P

l[L a
(1)
l Ŝ

(MAI)

l Abi þ
P

l[L a
(1)
l n̂l.

From Equation (10.30), the MMSE weights can be obtained as

gMMSE ¼ R�1
w2

X

l[L

(a(1)
l )21Nf

þ
X

l[L

a
(1)
l êl

" #
, (10:31)

where

Rw2
¼
X

l[L

a
(1)
l Ŝ

(MAI)

l A2
X

l[L

a
(1)
l (Ŝ

(MAI)

l )T

þ
X

l1[L

X

l2[L

a
(1)
l1
a

(1)
l2

E{n̂l1 n̂T
l2

}:
(10:32)

It is straightforward to show that E{n̂l1 n̂T
l2

} ¼ s2
nI for l1 ¼ l2. When l1 = l2, the

element at row j1 and column j2, ½E{n̂l1 n̂T
l2

}�j1j2
, is equal to s2

n if j1Nc þ c(1)
j1
þ l1 ¼

j2Nc þ c(1)
j2
þ l2 and zero otherwise ½ j1 ¼ iNf , . . . , (iþ 1)Nf � 1 and j2 ¼ iNf , . . . ,

(iþ 1)Nf � 1�.

We note from Equations (10.30) and (10.31) that the OFC receiver,

b̂(1)
i ¼ sign{y2}, requires the inversion of an Nf � Nf matrix. The reduction in com-

plexity compared with the optimal linear MMSE receiver of the previous section is

due to the suboptimal combination of the multipath components.

The SINR of the system can be expressed as

SINROFC ¼
E1

Nf

xT
2 R�1

w2
x2: (10:33)

where x2 ¼
P

l[L (a(1)
l )21Nf

þ
P

l[L a
(1)
l êl.

Optimal Multipath Combining (OMC) Now consider a receiver that combines

different multipath components optimally, according to the MMSE criterion, while

employing equal gain combining (EGC) for contributions from different frames, as

shown in Figure 10.5. In this case, the decision variable is given by

y3 ¼
X

l[L

bl

X(iþ1)Nf�1

j¼iNf

rl, j, (10:34)

where b ¼ ½bl1
� � �blM

�
T is the weighting vector.
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Using Equation (10.5), y3 can be expressed as

y3 ¼ bT
X(iþ1)Nf�1

j¼iNf

½S̃jAbi þ ñj�

 !
, (10:35)

where ñj ¼ ½nl1, j � � � nlM , j�
T is the noise vector, which is distributed asN (0,s2

nI), and

S̃j is an M � K signature matrix, whose mth row is sT
lm, j. Using Equations (10.6)–

(10.9), S̃ can be expressed as S̃ ¼ S̃
(SP)
þ S̃

(IFI)
þ S̃t(MAI). Then, we get

y3 ¼ bT b(1)
i

ffiffiffiffiffi
E1

Nf

r
Nfã þ

X(iþ1)Nf�1

j¼iNf

ẽj

 !
þ w3

" #
, (10:36)

where ã ¼ ½a(1)
l1
� � �a

(1)
lM
�
T, ẽj is an M � 1 vector whose mth element is elm,j ¼

d(1)
j

P
(n,m)[Alm ,j

d(1)
m a(1)

n , and w3 ¼
P(iþ1)Nf�1

j¼iNf
S̃

(MAI)

j Abi þ
P(iþ1)Nf�1

j¼iNf
ñj.

From Equation (10.36), the MMSE weights are chosen as

bMMSE ¼ R�1
w3

Nfãþ
X(iþ1)Nf�1

j¼iNf

ẽj

 !
, (10:37)

Figure 10.5 The optimal multipath combining scheme, where different multipath com-

ponents are combined optimally according to the MMSE criterion, and EGC is employed

for contributions from different frames. In the figure, two of the multipath components are

assumed to be employed by the rake receiver, and three frames are transmitted per symbol.

That is, M ¼ 2, L ¼ {1, 2} and Nf ¼ 3.
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where

Rw3
¼

X(iþ1)N f�1

j¼iN f

~S
(MAI)

j A2
X(iþ1)N f�1

j¼iN f

( ~S
(MAI)

j )T (10:38)

þ
X(iþ1)N f�1

j1¼iN f

X(iþ1)N f�1

j2¼iN f

E{ ~n j1 ~nT
j2

}: (10:39)

It can be observed that E{ ~nj1 ~nT
j2
g ¼ s2

nI for j1 ¼ j2. When j1 = j2, the element at

row l1 and column l2, ½E{n̂j1 n̂T
j2

}�l1l2
, is equal to s2

n if l1Nc þ c(1)
l1
þ j1 ¼ l2Nc þ c(1)

l2
þ

j2 and zero otherwise (l1 [ L and l2 [ L).

We note from Equations (10.36) and (10.37) that the OMC receiver,

b̂(1)
i ¼ sign{y3}, needs to invert the M �M matrix Rw3

. The reduction in the com-

plexity compared to the optimal linear receiver is the result of suboptimal combi-

nation of the contributions from different frames.

The SINR of the system can be expressed as

SINROMC ¼
E1

Nf

xT
3 R�1

w3
x3: (10:40)

where x3 ¼ Nf ~aþ
P(iþ1)Nf�1

j¼iNf
~ej.

From the previous equations, it can be shown [27] that for a single user system

where the pulses in a frame never collide with any pulse in another frame (i.e., no

IFI and MAI), the expressions for SINR reduce to

SINROFC ¼ SINROMC ¼
E1

s2
n

X

l[L

a2
l : (10:41)

Other Suboptimal Combining Schemes The OFC and OMC are just two

possible techniques, among many others, for reducing the complexity of the

optimal MMSE receiver. For example, instead of combining the samples by a

two-stage approach, a multistage MMSE combining approach can be adopted as

follows: first, N distinct outputs from the rake fingers are divided into a number

of groups, and the elements in each group are combined by the MMSE approach.

Then, the new combined samples are grouped again and the same procedure is

repeated until the final output is obtained. In this way, low-complexity suboptimal

combining schemes can be developed. The number of stages can be determined con-

sidering the tradeoff between the computation complexity and the performance.

10.3.3 Iterative (Turbo) Algorithms

Iterative MUD algorithms exchange soft information (i.e., posterior probabilities)

between MUD and channel decoding in order to provide low-complexity and
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near-optimal demodulation in coded multiple-access channels [28]. This turbo prin-

ciple of iteration among the two decision algorithms, that is, soft MUD and

soft channel decoding, can also be applied to IR-UWB systems, when channel

coding is employed (e.g., IR-UWB systems with convolutional codes [29–31]).

However, for uncoded IR-UWB systems, there is no obvious structure for the appli-

cation of a turbo-like algorithm. However, by observing the inherent signal structure

that employs Nf pulses per information symbol, we can still adopt turbo-like

receivers for IR-UWB systems [12, 32].

In this section, we first describe an iterative interference cancellation and decod-

ing scheme for coded IR-UWB systems [30], and then consider the novel pulse-

symbol iterative detector for uncoded systems of [12].

Iterative Interference Cancellation and Decoding for Coded IR-UWB A

low complexity iterative receiver for a convolutionally coded IR-UWB system is

considered in [30], where soft information is exchanged between soft interference

canceller-likelihood calculators (SICLCs) and soft-input soft-output (SISO)

channel decoders.

Considering an AWGN channel,4 the proposed receiver mainly consists of pulse

correlators, SICLCs and SISO channel decoders. Also there are interleavers and

deinterleavers between the SICLCs and the SISO channel decoders [30].

The pulse correlator for user k correlates the received signal r(t) with the received

pulse shape wrx(t), and sends the correlation outputs to the SICLC block. In the

SICLC step, the soft information about the interfering signals provided by the

SISO channel decoders is used to perform parallel soft interference cancellation.

In other words, for user k, the total interference from all other users is calculated

based on the soft information from the SISO channel decoders, and is subtracted

from the correlation output corresponding to user k. Then, from the resulting

output for user k, the log-likelihood ratio (LLR) for bit k is calculated by a single-

user likelihood calculator [30]. This value is the soft (extrinsic) information that

is delivered to the kth SISO channel decoder, which uses it as the a priori infor-

mation and calculates an update of LLRs for the coded bits based on the code con-

straint. Then, these updated LLRs are sent to the SICLC block for the next iteration.

After a number of iterations, the bit decisions are made based on the LLRs calcu-

lated by the SISO channel decoders.

Although this receiver is probably the first iterative receiver structure proposed

for coded IR-UWB systems, it does not exploit the unique characteristics of IR-

UWB signals, such as the low duty cycle and pulse repetition properties. In other

words, the receiver design is suitable for any coded CDMA system including the

coded IR-UWB system. Further complexity reductions and/or performance

improvements can be obtained by using the special signalling structure of

IR-UWB systems, as is considered in the next section.

4The same approach can easily be extended to multipath channels [31]. The AWGN case is considered

here for the sake of exposition.
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Pulse-Symbol Iterative Detector When we consider turbo receiver design

for an uncoded IR-UWB system, there is not an obvious two-stage structure in

which soft information can be exchanged iteratively between MUD and channel

decoding. However, by observing the repetition of Nf pulses per information

symbol in IR-UWB systems, we can design an iterative receiver, in which

the first stage assumes that different pulses from a given user carry independent

and identically distributed (i.i.d.) information symbols, while the second stage

exploits the information that Nf pulses from the same user correspond to the same

information symbol [12]. In other words, the first step ignores some a priori

information about the information symbols in order to have a two-stage iterative

structure.

Pulse Detector This is the first stage of the turbo multiuser detector, which com-

putes the posterior LLR of the information symbol corresponding to the jth pulse of

the kth user, ~b
(k)

j , 8j, k by using the received signal, the information about the trans-

mitted bits from the other users, and the a priori information about ~b
(k)

j provided by

the symbol detector. It can be shown that the a posteriori LLR of ~b
(k)

j at the nth

iteration is given by [12]

Ln
1

~b
(k)

j

� �
¼
4

log
Pr ~b

(k)

j ¼ 1jr(k)
j

n o

Pr ~b
(k)

j ¼ �1jr(k)
j

n o (10:42)

¼ log
f r(k)

j j
~b

(k)

j ¼ 1
� �

f r(k)
j j

~b
(k)

j ¼ �1
� �þ log

Pr ~b
(k)

j ¼ 1
n o

Pr ~b
(k)

j ¼ �1
n o (10:43)

¼ ln
1

~b
(k)

j

� �
þ ln�1

2
~b

(k)

j

� �
; (10:44)

where r(k)
j is the discrete received signal from the jth frame of the kth

user,5 ln�1
2 (~b

(k)

j ) represents the a priori LLR of ~b
(k)

j , which is obtained from the

(n� 1)th iteration of the symbol detector, and ln
1(~b

(k)

j ) is the soft information

provided by the pulse detector about the transmitted symbol.

Symbol Detector The second stage of the receiver exploits the information

about the information symbols from the same user. In other words, considering

the 0th symbol without loss of generality, the symbol detector uses the fact that
~b

(k)

0 ¼ � � � ¼
~b

(k)

Nf�1 ¼ b(k)
0 , for k ¼ 1, . . . , K, where b(k)

i is as in Equation (10.1).

Using this information, and the soft information from the pulse detector, the

5For transmission over multipath channels, r(k)
j can be chosen as the received signal from the strongest

multipath component of the kth user’s channel [32].
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symbol detector calculates the a posteriori LLR of ~b
(k)

j as follows [12]:

Ln
2

~b
(k)

j

� �
¼
4

log
Pr ~b

(k)

j ¼ 1jln
1

~b
(k)

j

� �
, j ¼ 0, . . . , Nf � 1

n o

Pr ~b
(k)

j ¼ �1jln
1

~b
(k)

j

� �
, j ¼ 0, . . . , Nf � 1

n o (10:45)

¼ ln
2

~b
(k)

j

� �
þ ln

1
~b

(k)

j

� �
, (10:46)

which can be seen as the summation of the prior information from the pulse detector,

ln
1(~b

(k)

j ), and the soft information about ~b
(k)

j , ln
2(~b

(k)

j ), which is obtained from the

information about the received samples other than r(k)
j [32]. In the next iteration,

the soft information ln
2(~b

(k)

j ) is sent to the pulse detector, which is used as a priori

information about the jth pulse of user k.

Other Iterative Detectors Similar to the algorithm in Section 1.3.3.1, when any

kind of forward error correction (FEC) coding is applied to an IR-UWB system,

iterative (turbo) multiuser detectors can be designed. A coded IR-UWB system

can be considered to employ serial concatenated coding where the inner code is

the spreading code inherently present in the system and the outer code is the FEC

code [33]. For such serially concatenated coding the iterative decoding between

the inner and outer decoder results in additional coding gain by means of a SISO

decoding algorithm [34, 35]. Therefore, by applying various types of FEC coding,

iterative receiver structures can be designed for IR-UWB systems [34, 36].

10.3.4 Other Receiver Structures

In addition to the previous receiver structures we have discussed, other MAI mitigat-

ing receiver designs are also possible for IR-UWB systems. One way to mitigate

MAI is to consider frequency-domain processing of the received signal. For

example, in [39], the FT of the incoming signal is calculated, which transforms

the delay estimation problem (assuming a PPM scheme) in the time domain to a

phase detection problem in the frequency domain. Therefore, a linear system

model can be obtained, and typical linear receivers, such as the MMSE and decorr-

elating receivers, can be employed.

A large class of MAI mitigation schemes includes subtractive interference cancel-

lation techniques, which are not mentioned in a separate section since there has not

been any special application of them to IR-UWB systems; that is, the same techniques

for CDMA systems can be directly adopted [19, 21, 37]. The main idea behind the

subtractive interference cancelation techniques is to estimate the MAI and to subtract

it from the received signal. There are different implementations of this idea depend-

ing on the performance and complexity issues. In successive interference cancellation

(SIC), the interference due to each user is estimated and subtracted from the received

signal sequentially. In its simplest form, the SIC receiver first estimates the strongest

signal by a conventional single-user receiver, and subtracts it from the received signal
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and continues the same procedure with the second strongest signal, etc., until all the

users’ signals are detected. The main disadvantage of the SIC approach is the delay

associated with demodulating the signals sequentially. In contrast to the SIC method,

a parallel interference cancellation (PIC) scheme detects all the signals in parallel and

subtracts the interference estimate for each user (sum of all the signal estimates except

the desired user’s) from the received signal. This procedure can be repeated a number

of times in order to obtain better performance, by using the results of the previous step

to regenerate the interference. Apart from the SIC and PIC approaches, we can con-

sider the multistage detection principle, which is in fact a symmetrized version of the

SIC technique [19]. Finally, the decision feedback approach combines several

important characteristics of the SIC and multistage receivers. It basically uses the

final decisions as the feedback, and uses both the linear and nonlinear techniques

for MAI mitigation [19].

For all the previous receiver structures we have considered, the receiver is

assumed to know the channel. In practice, one way to obtain this information is

to perform channel estimation, before the multiuser detection stage, by employing

training symbols (data-aided channel estimation) [38]. Alternatively, channel esti-

mation and data detection can be performed jointly without requiring any training

data, which is called a blind (non-data aided) algorithm. In view of the similarity

between the IR-UWB and CDMA systems, application of blind MUD algorithms

to IR-UWB systems is possible, as considered in [40–42].

Finally, subspace approaches can be useful for UWB systems to provide low-

complexity designs, when the rank of the covariance matrix of the discrete received

signal is large. For example, the implementation of the optimal MMSE receiver in

Section 10.3.2 can require the inversion of a very large matrix when many samples

are to be combined optimally. Therefore, the subspace schemes determine a low-

rank subspace spanned by the columns of the covariance matrix, where the design

of a simpler MMSE scheme becomes possible. One way to implement this rank-

reduction is principal component analysis [43, 44], where the eigen-decomposition

of the covariance matrix is employed to determine a signal subspace spanned by the

eigenvectors associated with the largest eigenvalues and a noise subspace spanned

by the eigenvectors associated with the remaining eigenvalues. Then, the received

signal is projected onto this signal subspace. The application of this subspace

approach to IR-UWB systems is investigated in [45]. Another technique for rank-

reduction is the multistage Wiener filter (MSWF) approach [46], which does not

need any eigen-decomposition, and usually outperforms other rank-reduction

approaches [47]. This reduced-rank approach based on the MSWF can be adopted

for IR-UWB systems without any significant modification [48].

10.4 MULTIPLE-ACCESS INTERFERENCE MITIGATION AT THE
TRANSMITTER SIDE

The MAI mitigation techniques investigated in Section 10.3 do not require any

change in the generic transmitted signal structure described in Section 10.2.1. In
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other words, they aim to mitigate MAI by signal processing techniques at the recei-

ver side. In this section, we consider MAI mitigation techniques at the transmitter

side, which mainly aim to design multiple-access signatures so as to mitigate inter-

ference between different users. Although these techniques are called MAI mitiga-

tion techniques at the transmitter side, they usually require appropriate receiver

structures in order to exploit the specific code designs used at the transmitter side.

10.4.1 Time-Hopping Sequence Design for MAI Mitigation

Consider the signal model in Equation (10.1). If we consider a synchronous IR-

UWB system over a flat fading channel, it is possible to design Nc orthogonal TH

codes, and hence, to have interference-free communications with Nc users; that is,

the MAI can be mitigated completely in this case. The orthogonal TH sequences

mean that c(k1)
j = c(k2)

j for k1 = k2. Among possible orthogonal code constructions

for the synchronous flat fading case are linear, quadratic, cubic or hyperbolic

congruence codes (LCC, QCC, CCC, or HCC). For example, a variant of linear

congruence codes can be expressed as [49]

c(k)
j ¼ (k þ j� 1)mod(Nc), (10:47)

for j [ {0,1, . . . , Nf � 1} and k [ {1, . . . , Nc}, where mod denotes the modulo

operator. With this code construction, it is possible to have Nc users with orthogonal

signals.

Since UWB channels have usually many multipath components, the previous TH

design approach for flat fading channels needs to be generalized. Assuming the

knowledge of the maximum excess delay of the channel and the number of users

K, the following approach is proposed in [50]

c(k)
j ¼ (k � 1)Dþ jþ

k � 1

Nf

	 
� �
mod(Nc), (10:48)

where D ¼ td=Tc þ 1
 �

, with td being the maximum excess delay, and b�c and d�e

denote the integer floor and integer ceiling operations, respectively. For the pro-

posed code, the number of pulses per symbol is selected as Nf ¼ Nc=D so that the

multipath components do not destroy the orthogonal construction, and it is possible

to have MAI-free communications for K � Nf . For K . Nf , the codes are shifted by

b(k � 1)=Nfc to construct a new group of orthogonal codes (see [50] for details).

The suitability of IR-UWB signaling for adaptive systems can result in situations,

in which different users in the network assign different numbers of pulses per infor-

mation symbol in order to satisfy certain quality of service (QoS) requirements [51].

In such cases, in order to facilitate the design of orthogonal TH sequences, one can

consider a more general IR-UWB signaling structure, where the constraint of insert-

ing pulses into certain frame intervals is removed [50]. Let N(k)
f denote the number of

pulses per information symbol of the kth user. Then, define a common symbol
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duration in terms of the chip duration as N 0c ¼
PK

k¼1 N(k)
f and let S ¼ {1, . . . , N 0c}.

The code construction algorithm is described in Table 10.1, where c(k) ¼

rand(S, N(k)
f ) chooses N(k)

f random elements from the set S and inserts them into

the vector c(k), and S � c(k) excludes the elements of c(k) from the set S.

For the asynchronous case, the users’ symbol transition instants are not aligned

and it is not possible to design orthogonal TH sequences. In such cases, the aim

is to have TH sequences with good auto-correlation and cross-correlation properties.

Owing to the similarity between the design of time-hopping and frequency-hopping

codes, LCC, QCC, CCC, and HCC can be considered for IR-UWB systems [52].

The analysis in [50] shows that QCC have reasonably good cross-correlation and

auto-correlation characteristics compared with the other options.

10.4.2 Pseudochaotic Time Hopping

In order to generate TH sequences with a random distribution of inter-pulse inter-

vals, which results in a smooth power spectral density of the transmitted signal,

pseudochaotic TH (PCTH) is proposed for IR-UWB systems in [54]. In this

scheme, a pseudochaotic encoder driven by i.i.d. binary information symbols gener-

ates the amount of shift (time hopping) to be applied to each UWB pulse. Since the

TH sequence depends on the information symbols, the resulting code is aperiodic.

In a typical PCTH system, the i.i.d. information bits are stored in an M-bit shift

register, and the state of the system is represented as

x ¼ 0:b1b2 � � � bM ¼
XM

i¼1

2�ibi, (10:49)

where bi [ {0,1}, and x [ I ¼ ½0,1�. Dividing the interval I into I0 ¼ ½0, 0:5� and

I1 ¼ ½0:5, 1�, the binary information bits are assigned to different intervals, which

means that if a pulse is in the first half of a symbol interval, information 0 is

being transmitted and if it is in the second half, a 1 is being transmitted. Dividing

the symbol interval into Nf ¼ 2M slots, the pulse can reside in any Nf positions in

the symbol interval. For each new information bit, the binary bits in the represen-

tation of state x in Equation (10.49) are shifted leftwards by discarding the old

TABLE 10.1 The Th Code Construction Algorithm for

Synchronous IR-UWB Users with Different Numbers of

Pulses per Symbol [50]

Code Construction

for k ¼ 1: K

c(k) ¼ rand(S, N(
f k))

S ¼ S� c(k)

end
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most significant bit (MSB), b1, and assigning the new bit as the least significant bit

(LSB), bM .

In order to provide MAI mitigation in PCTH systems, the following signaling

scheme is proposed in [55], in which the transmitted signal from user k for the ith

information symbol is given by

~s(k)
i (t) ¼

XNc�1

l¼0

~d
(k)

l wtx(t � lTc � ~c(k)
i T f ), t [ ½0,Ts�, (10:50)

where Ts is the symbol interval, which is divided into Nf frames with Tf being the

frame interval that consists of Nc chips (Tf ¼ NcTc), ~d(k)
l [ {0,1} is the signature

of the kth user, and ~c(k)
i [ {0,1, . . . , Nf � 1} is the output of the pseudochaotic

encoder that is determined by the incoming sequence of information bits, as

shown in Figure 10.6. In other words, depending on ~c(k)
i , each user transmits its

pulses in one frame, which is different from the conventional IR-UWB scheme,

where each user transmits one pulse per frame. If two users transmit their pulses

in different frames, there occurs no interference. If they send their pulses in the

same frame, the pulses can overlap, but the effects of this overlap can be reduced

by careful design of the users’ signature sequences ~d
(k)

l , for l [ {0,1, . . . , Nc � 1},

and k ¼ 1, . . . , K.

One of the main disadvantages of the PCTH scheme is that the self-interference

from the pulses of a given user can be significant in multipath channels, since all

the pulses are transmitted in the same frame interval. Also, the synchronization

can be difficult since PCTH results in aperiodic TH sequences due to the dependence

of the pulse positions on the incoming information symbols.

10.4.3 Multistage Block-Spreading UWB Access

As considered in Section 10.4.1, it is possible to provide interference-free communi-

cations for up to Nc users over flat fading channels by designing orthogonal TH

sequences. However, the total processing gain of an IR-UWB system is given by

NfNc, assuming UWB pulses with duration Tc, which indicates that a much larger

Figure 10.6 A simplified block diagram of the transmitter for user k in a PCTH system.
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multiuser capacity is available [53]. The multistage block-spreading (MSBS)

approach in [8] uses this large user capacity of IR-UWB systems by means of

polarity codes [d(k)
j in Equation (10.1)] in addition to the TH codes.

Assuming that the total number of users satisfies K � NfNc, a TH sequence is

assigned to a group of bK=Ncc (or dK=Nce) users. Then, the polarity codes

(forming a “multiuser address”) are employed to distinguish among the users in

the same group. Moreover, the users in different groups are separated by their TH

codes. Therefore, the same polarity codes can be assigned to the users in different

groups. By this joint use of the TH and polarity sequences, NfNc orthogonal user

signals can be constructed [8].

In an MSBS IR-UWB system, the transmitter first spreads a block of symbols,

and then chip-interleaving is performed. In this way, the mutual orthogonality

between different users can be preserved even in multipath environments. The recei-

ver first despreads the received signal by a linear filtering stage, which essentially

reduces the multiple-access channel into a set of single-user ISI channels. Then,

an equalizer is sufficient for a given user before the symbol detection without any

need for additional multi-user signal processing.

Compared to the previous MAI mitigation techniques at the transmitter side, the

MSBS approach has the advantage of supporting many more active users, since it

effectively uses both the polarity and the TH codes for multiuser separation.

10.5 CONCLUDING REMARKS

In this chapter, we considered MAI mitigation techniques for IR-UWB systems. Due

to the similarities between the RCDMA and IR systems, many multiuser detectors

for CDMA systems can be directly employed in IR-UWB systems. However, the

special signalling structure of IR-UWB systems facilitates the design of special mul-

tiuser detection algorithms that cannot be used for standard CDMA systems. Since

the multiuser receivers for CDMA systems have been investigated thoroughly over

the past two decades, we focused mainly on the special multiuser detection algor-

ithms for IR-UWB systems in this study.

We first considered MAI mitigation techniques at the receiver side, which depend

on the signal processing algorithms at the receiver only, without requiring any modi-

fication at the transmitter side. One of the main practical constraints in the receiver

design is the sampling rate. In CDMA systems, chip rate sampling is employed and

the MUD algorithms are run based on chip-rate samples. However, for UWB

systems, chip-rate sampling can turn out to be on the order of billions of samples

per second, which results in very high power consumption. Therefore, receivers

based on frame-rate or symbol-rate samples are more realistic for UWB systems.

The first receiver we considered is the “optimal” ML receiver in Section 10.3.1,

which is based on the frame-rate samples from the user of interest. Because of the

computational complexity of this receiver, we also presented a class of linear recei-

vers, such as the pulse-discarding receiver, quasi-decorrelator, and quasi-MMSE

receiver, which all employ frame-rate sampling. Moreover, in order to collect
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sufficient energy in the presence of multipath propagation, we considered optimal

and suboptimal linear combining schemes. In suboptimal schemes, a multistage

combining approach is employed to reduce computational complexity. After the

linear receivers, we investigated the iterative (turbo) receivers, which can attain

the single user performance with only a few iterations [12], but which are computa-

tionally more complex than the linear receivers [32]. Finally, in Section 10.3.4, we

summarized some other multiuser detection algorithms, which are not specific to

UWB systems but can be applied to them by considering the similarity between

CDMA and IR-UWB systems. Specifically, we considered the frequency domain

receivers, subtractive interference cancellation algorithms, blind, and subspace

approaches.

In addition to the MAI mitigation techniques at the receiver side, we considered

MAI mitigation techniques at the transmitter side, which mainly aim to design appro-

priate multiple-access sequences. We first considered the TH sequence design

problem and presented TH codes for synchronous and asynchronous systems.

Then, a multiple-access scheme using PCTH codes was considered. However, this

scheme could not provide enough MAI mitigation in the presence of multipath propa-

gation. Finally, the MSBS approach, which exploits both the TH and the polarity

codes to increase the multiuser capacity, was described. This approach has the advan-

tage of supporting many more active users than the previous ones.
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&CHAPTER 11

Narrowband Interference Issues in
Ultra Wideband Systems

HÜSEYIN ARSLAN and MUSTAFA E. ŞAHIN

11.1 INTRODUCTION

Ultra wideband is becoming an attractive solution for wireless communications, par-

ticularly for short- and medium-range applications. UWB systems operate over

extremely wide frequency bands (wider than 500 MHz), where various narrowband

technologies also operate with much higher power levels (illustrated in Figure 11.1).

The unlicensed usage of a very wide spectrum that overlaps with the spectra of nar-

rowband technologies brings about some concerns. Therefore, significant research

has been carried out lately to quantify the effect of UWB signals on narrowband

systems [1].

The transmitted power of UWB devices is controlled by the regulatory agencies

(such as the FCC in the United States), so that narrowband systems are affected by

UWB signals only at a negligible level. This way, UWB systems are able to co-exist

with narrowband technologies. However, looking at the fact from the other side, the

influence of narrowband signals on the UWB system can still be significant, and in

the extreme case, these signals may jam the UWB receiver completely. Even though

narrowband signals interfere with only a small fraction of the UWB spectrum, due to

their relatively high power with respect to the UWB signal, the performance and

capacity of UWB systems can be affected considerably [2]. Recent studies show

that the BER performance of the UWB receivers is greatly degraded due to the

impact of narrowband interference (NBI) [3–8]. The high processing gain of the

UWB signal can cope with the narrowband interferers to some extent. However,

in many cases, even the large processing gain alone is not sufficient to suppress

the effect of the high power interferers. Therefore, either the UWB system design

needs to consider avoiding the transmission of the UWB signal over the frequencies

of strong narrowband interferers, or the UWB receivers need to employ NBI
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suppression techniques to improve the performance, the capacity, and the range of

the UWB communications.

NBI is not a new problem. It has been studied extensively for wideband systems

like direct sequence spread spectrum–code division multiple accessing (DSSS-

CDMA) based wireless communications [9], and for the operation of broadband

OFDM systems in unlicensed frequency bands [10]. In DSSS-CDMA systems,

NBI is partially handled with the processing gain as well as by employing interfer-

ence cancelation techniques. Approaches including notch filtering [11], linear and

nonlinear predictive techniques [12–17], adaptive methods [18–21], MMSE detec-

tors [22, 23], and transform domain techniques [24–30] have been investigated

extensively for interference suppression. Similarly, in OFDM systems, interference

cancelation as well as interference avoidance techniques have been studied [10, 31–

34]. Compared with these wideband systems, NBI suppression in UWB is a more

challenging problem because of the restricted power transmission and the higher

number of narrowband interferers due to the extremely wide band occupied. More

significantly, in carrier modulated wideband systems, before demodulating the

received signal both the desired wideband and the narrowband interfering signals

are down-converted to the baseband, and the baseband signal is sampled at least

with the Nyquist rate. Sampling at the Nyquist rate allows numerous efficient

narrowband interference cancelation algorithms based on advanced digital signal

processing techniques to be employed. However, in UWB, the desired signal is

already in the baseband, while the narrowband interferer is in radio frequency

(RF). Sampling the received signal at the Nyquist rate before the pulse correlator

requires an extremely high sampling frequency, which is not possible with the exist-

ing technology. In addition to the high sampling rate, the ADC must support a very

large dynamic range to resolve the signal from the strong narrowband interferers.

Currently, such ADCs are far from being practical. An alternative is to apply

analog (notch) filtering before the pulse correlation is considered. However, this

method requires a number of narrowband analog filter banks, since the frequency

and power of the narrowband interferers can vary. Therefore, employing analog fil-

tering adds complexity, cost, and size to the UWB receivers. Also, adaptive

Figure 11.1 Spectrum crossover of the narrowband interferers in UWB systems.
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implementation of the analog filters is not straightforward. As a result, many of the

NBI suppression techniques applied to other wideband systems are either not appli-

cable for UWB, or the complexities of these methods are too great for the UWB

receiver requirements.

Given the low complexity requirements in both hardware and computation, and

considering the other limitations such as low-power and low-cost transceiver

design in many UWB applications, the NBI problem needs to be handled more

carefully, and effective techniques that are able to cope with NBI need to be devel-

oped. One approach to deal with NBI is to avoid the transmission of the UWB

signal over the frequencies of possible strong narrowband interferers. Attempts

toward this goal include approaches like multiband-UWB (both using impulse

radio based and OFDM based techniques) [35, 36]. Another approach to handling

NBI is to design interference canceling receivers. However, as mentioned pre-

viously, the interference cancelation approach in UWB has more limitations

compared with the conventional NBI cancelation approaches employed for other

wideband systems. Very recently, some NBI cancelation techniques, most of

which are based on the previous methods implemented in CDMA systems, have

been considered for UWB. Analog bandpass filtering has been applied before

the correlation receiver in [37]. As discussed above, fixed analog filtering is not

an efficient solution, unless the interferer is fixed (i.e., the frequency, bandwidth,

power, and channel of the interferer are constant), and always exists. In [26], notch

filtering (or peak clipping) is applied by carrying out a high-speed sampling before

the correlation. The frequency domain signal is obtained from these digital

samples through front-end FFT. Then, the narrowband interferers in the frequency

domain, which are the collection of large peaks in the frequency, are clipped or

notch-filtering is applied on these locations. However, as discussed above, high

sampling rate before correlation makes the practical and cost-effective implemen-

tation of this technique difficult. Modifying and estimating the optimal receiver

template for the correlation of the received signal is another solution that is pro-

posed for partial suppression of NBI [37, 38]. By far the most popularly considered

approach is the use of a rake (multiple correlators) receiver along with MMSE

combining [39–42]. MMSE combining is known to perform well when the

noise is not white (i.e., noise on different rake fingers is correlated). The perform-

ance of MMSE depends on the number of fingers. Note also that rake receivers are

much more complex compared with the correlation receivers, and their complexity

increases with the number of rake fingers.

In this chapter, NBI in UWB systems will be studied. First, the effect of NBI on

the performance of UWB transmission will be discussed. Appropriate models for

NBI sources will be investigated. Then, techniques for avoiding NBI in UWB

system design will be reviewed. Approaches including multiband/multicarrier

transmission and pulse shaping for avoiding NBI will be discussed briefly. In

Section 11.4, NBI handling approaches based on interference cancelation will

also be investigated for relaxing the system and transmission requirements.

Finally, Section 11.5 will conclude the chapter with a discussion of some future

research areas.
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11.2 EFFECT OF NBI IN UWB SYSTEMS

According to the modern definition, UWB transmission is not limited to the impulse

radio. Any technology that has a bandwidth greater than 500 MHz or a fractional

bandwidth greater than 0.2 can be considered a UWB system. Therefore, depending

on the access technology, the signal and interference models might vary. In general,

the UWB signal bandwidth is extremely large and the transmitted signal power is

very low. In contrast, the narrowband signal occupies a much smaller bandwidth,

where its power spectrum is very high. Another distinction is that the narrowband

signal is modulated with a carrier, and it is a continuous time signal, whereas the

UWB signal can be a baseband signal composed of discrete short-time pulses as

well as a carrier modulated signal.

Impulse radio-based UWB transmission has some similarities to the widely

used spread spectrum (SS) systems. In the SS systems such as direct sequencing,

the bandwidth occupied is larger than the bandwidth required for transmitting the

data bits for a single user. Each user is assigned a PN sequence of N chips (where

the chip durations are much shorter than the actual symbol duration) to transmit a

symbol. Without the spreading, the same transmission bandwidth can be used to

transmit N information symbols, but the spreading operation allows simultaneous

transmission of information from multiple users on the same bandwidth without

interfering with each other, leading to the CDMA type of multiplexing. Therefore,

even though the peak data rate is reduced for a single user, the capacity of the system

is preserved to a great extent by allowing multiple users in the system. In addition

to these, spreading provides immunity to interference sources like NBI, reduces the

power of the transmitted signal (so that it causes less interference to other systems

sharing the same band), allows path diversity in the presence of multipath signals

that are longer than a chip period, and last but not least, provides covert

communications.

The NBI jamming resistance of DSSS systems has been studied extensively [6].

The jamming resistance in these systems is provided by the processing gain, which is

obtained by spreading. The larger the spreading ratio (the ratio of bandwidths of the

spread signal and the original information), the higher the processing gain, and

hence, the better jamming resistance is obtained. At the receiver, the transmitted

spread spectrum signal and the narrowband interferer go through a despreading

operation, where the receiver takes the wideband spread spectrum signal and col-

lapses it back to the original data bandwidth, while spreading the interferer to a

wide spectrum. As a result, within the data bandwidth, the effect of interferer is miti-

gated, a fact which is referred as the jamming resistance or the natural interference

immunity of the spread spectrum signals.

Similar to the DSSS systems, impulse radio based UWB also has inherent immu-

nity to NBI. Time-hopping UWB systems can be considered as an example. The pro-

cessing gain of TH-UWB signal is mainly obtained by transmitting very narrow

pulses with a very low duty cycle. Figure 11.2(a) demonstrates a simple scenario

that shows the UWB pulses and the continuous time narrowband interferer.
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During the reception of TH-UWB signals, using a matched filter that basically oper-

ates as a time gate (i.e., lets the UWB signal along with interference pass over the

duration of the expected pulses, and blocks the rest of the received signal), the

power of the interfering signal is reduced significantly [Figure 11.2(b)]. As a

result, jamming resistance against NBI is obtained. Note that there will be still

partial interference at the output of the matched filter depending on the processing

gain, the power of the interferer, and other factors.

It is necessary to investigate the models of the UWB signal and narrowband inter-

ferers for a thorough understanding of NBI effects on UWB systems. Considering a

binary pulse position modulated (BPPM) time-hopping UWB signal, the transmitted

waveform can be modeled as [43]

str(t) ¼
Xþ1

i¼�1

vtr(t � iTf � ciTc � dd) (11:1)

Figure 11.2 (a) TH-UWB pulses along with a narrowband interferer. (b) Reduced interfer-

ence power by means of time gating.
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where vtr denotes the UWB pulse, Tf is the pulse repetition duration, ci is the time-

hopping code in the ith frame, Tc is the chip time, d is the pulse position offset

regarding BPPM, and d represents the data, which is a binary number.

Depending on its type, the narrowband interference can be modeled in various

ways. For example, it can be considered to consist of a single tone interferer,

which can be modeled as

i(t) ¼ g
ffiffiffiffiffiffiffi
2Pi

p
cos (2pfct þ fi), (11:2)

where g is the channel gain, Pi is the average power, fc is the frequency of the sinus-

oid, and fi is the phase.

NBI can also be thought as the effect of a band limited interferer; then the corre-

sponding model is a zero-mean Gaussian random process and its power spectral

density is as follows:

Si( f ) ¼
Pint, fc �

B

2
� jf j � fc þ

B

2
0, otherwise

(
(11:3)

where B and fc are the bandwidth and the center frequency of the interferer, respect-

ively, and Pint is the power spectral density.

Since the narrowband signal has a bandwidth much smaller than the coherence

bandwidth of the channel, the time domain samples of the NBI are highly correlated

with each other. Therefore, for the investigation of the narrowband interferers, the

correlation functions are of primary interest, rather than the time- or frequency-

domain representations. The correlation functions corresponding to the single

tone and band limited cases can be written as

Ri(t) ¼ Pi jgj
2 cos (2pfct), (11:4)

Ri(t) ¼ 2Pint B cos (2pfct) sinc(Bt), (11:5)

respectively. The resulting correlation matrices for the kth and lth interference

samples are [44]

½Ri�k,l ¼ 4 NsPi jgj
2 jWr( fc)j2 ½sin (pfcd)�2 cos½2pfc(tk � tl)� (11:6)

for the single tone interferer, and

½Ri�k,l ¼ 2 Ns Pint B jWr( fc)j2

� {2 cos½2pfc(tk � tl)� sinc½B(tk � tl)�

� cos½2pfc(tk � tl � d)� sinc½B(tk � tl � d)�

� cos½2pfc(tk � tl þ d)� sinc½B(tk � tl þ d)�} (11:7)
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for the case of band limited interference, where jWr( fc)j2 is the power spectral

density of the received signal at the frequency fc.

Another strong candidate for UWB communications beside the impulse radio is

the multicarrier approach, which can be implemented using OFDM. OFDM has

become a very popular technology for wireless communications due to its special

features such as robustness against multipath interference, ability to allow frequency

diversity with the use of efficient FEC coding, capability of capturing the multipath

energy efficiently, and ability to provide high bandwidth efficiency through the use

of sub-band adaptive modulation and coding techniques. A strong motivation

for employing OFDM in UWB applications is its resistance to NBI, and its ability

to turn the transmission on and off on separate carriers depending on the level of

interference. The NBI models that can be considered for OFDM include one or

more tone interferers, as well as a zero-mean Gaussian random process that occupies

certain carriers along with white noise as

Sn(k) ¼

Ni þ Nw

2
, if k1 , k , k2

Nw

2
, otherwise

8
><

>:
(11:8)

where k is the carrier index, K is the total number of carriers, and Ni=2 and Nw=2 are

the spectral densities of the narrowband interferer and white noise, respectively.

11.3 AVOIDING NBI

NBI can be avoided at the receiver by properly designing the transmitted UWB

waveform. If the statistics regarding the NBI are known, the transmitter can

adjust the transmission parameters appropriately. NBI avoidance can be achieved

in various ways, and it depends on the type of access technology.

11.3.1 Multicarrier Approach

Multicarrier approach can be one way of avoiding NBI. OFDM, which was men-

tioned in the previous section, is a well-known example of multicarrier techniques.

In OFDM-based UWB, NBI can be avoided easily by an adaptive OFDM system

design. As the simple interference scenario illustrated in Figure 11.3 shows, NBI

will corrupt only some carriers in OFDM spectrum. Therefore, only the information

that is transmitted over these frequencies will be affected by the interference. If the

interfered carriers can be identified, transmission over these carriers can be avoided.

In addition, by sufficient FEC and frequency interleaving, jamming resistance

against NBI can be obtained easily. Avoiding or adapting the transmission over

the strongly interfered carriers can provide more spectrum and power efficiency,

as they increase the immunity against NBI, and hence relax the FEC coding

power requirement.
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At the OFDM receiver, the signal is received along with noise and interference.

After synchronization and removal of the cyclic prefix, FFT is applied to convert the

time-domain received samples to the frequency-domain signal. The received signal

at the kth sub-carrier of the nth OFDM symbol can then be written as

Yn,k ¼ Sn,kHn,k þ In,k þWn,k|fflfflfflfflfflffl{zfflfflfflfflfflffl}
NBIþAWGN

, (11:9)

where Sn,k is the transmitted symbol which is obtained from a finite set (e.g., QPSK or

QAM), Hn,k is the value of the channel frequency response, In,k is the NBI, and Wn,k

denotes the uncorrelated Gaussian noise samples. The impairments due to

imperfect synchronization, transceiver nonlinearities, etc. can be folded into the

noise term Wn,k.

In OFDM, in order to identify the interfered carriers, the transmitter requires a

feedback from the receiver. The receiver should have the ability to identify these

interfered carriers. Once the receiver estimates these carriers, the relevant infor-

mation will be sent back to the transmitter. The transmitter will then adjust the trans-

mission accordingly. Note that, in such a scenario, the interference statistics need

to be constant for a certain period of time. If the interference statistics change

very fast, by the time the transmitter receives feedback, and adjusts the transmission

parameters, the receiver might observe different interference characteristics.

The feedback information can be manifold, including the interfered carrier index,

in some cases the amount of interference on these carriers, the center frequency of

NBI, and the bandwidth of NBI. The identification of the interfered carriers can be

accomplished by different means. One simple technique is to look at the average

signal power in each carrier, and compare it with a threshold. If the average received

Figure 11.3 A simple NBI scenario for multicarrier modulation systems.
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signal power of a subcarrier is greater than the threshold, that channel can be

regarded as severely interfered with NBI. Instead of making a hard-decision on

whether a carrier is interfered or not, soft estimation of NBI power can also be

done [45].

11.3.2 Multiband Schemes

Similar to the multicarrier approach, multiband schemes are also considered for

avoiding NBI. Rather than employing a UWB radio that uses the entire 7.5 GHz

band to transmit information, by exploiting the flexibility of the FCC definition of

the minimum bandwidth of 500 MHz, the spectrum can be divided into smaller

sub-bands. The combination of these sub-bands can be used freely for optimizing

the system performance. By partitioning the spectrum into smaller chunks (which

are still larger than 500 MHz), a better co-existence with other current and future

wireless technologies can be achieved. This approach will also enable worldwide

inter-operability of the UWB devices, as the spectral allocation for UWB could

possibly be different in various parts of the world. In multiband systems, information

on each of the sub-bands can be transmitted using either single-carrier (pulse-based)

or multicarrier (OFDM) techniques. Figure 11.4 shows some representative multi-

band schemes. The pulse-based approach [as shown in Figure 11.4(a)] uses dual-

band with bandwidths in each band exceeding 1 GHz [46]. The lower band occupies

the spectrum from 3.1 GHz to 4.85 GHz, and the upper band occupies the spectrum

from 6.2 GHz to 9.7 GHz. The spectrum in between upper and lower bands is not

used for UWB transmission, since potential interference sources like IEEE

802.11a operate in this unlicensed band. The OFDM-based multiband approach

Figure 11.4 Some proposed multiband approaches for WPAN: (a) the Xtreme Spectrum-

Motorola proposal of a dual-band approach [46]. (b) Multiband OFDM [47].
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[shown in Figure 11.4(b)] uses 528 MHz channels in each band, where the three

lower band channels are for initial deployments and mandatory, and the upper

bands are optional and for future use [47]. As the radio frequency technology

improves, the upper bands are expected to be included into the system gradually.

11.3.3 Pulse Shaping

Another technique for avoiding narrowband interference is pulse shaping. As can be

seen in Equations (11.6) and (11.7), the effect of interference is directly related to the

spectral characteristics of the receiver template pulse waveform. That means, if the

transmission at the frequencies where NBI is present can be avoided, the influence of

interference on the received signal can be mitigated significantly. Therefore, design-

ing the transmitted pulse shape properly, such that the transmission at some specific

frequencies is omitted, NBI avoidance can be realized. An excellent example for the

implementation of this approach is the Gaussian doublet [48]. A Gaussian doublet,

representing one bit, consists of a pair of narrow Gaussian pulses with opposite

polarities. Considering the time delay Td between the pulses, the doublet can be rep-

resented as

sd(t) ¼
1ffiffiffi
2
p ½s(t)� s(t � Td)�: (11:10)

The corresponding spectral amplitude of the doublet is then

jSd( f )j2 ¼ 2jS( f )j2 sin2 (p f Td), (11:11)

where jS( f )j2 is the power spectrum of a single pulse. Notice that, due to the sinu-

soidal term in Equation (11.11), the power spectrum will have nulls at f ¼ n=Td,

where n can be any integer (shown in Figure 11.5). The basic idea for avoiding

NBI is adjusting the location of these nulls in such a way that they overlap with

the peaks created by narrowband interferers. By modifying the time delay Td, a

null can be obtained at the specific frequency where NBI exists, and this way the

strong effect of the interferer can be avoided. If Td is adjusted to 2 ns, for example,

the interferences located at the integer multiples of 500 MHz can be suppressed.

The purpose of avoiding NBI through abstaining transmission at frequencies of

interference can also be carried out by making use of notch filters in the transmitter.

To accomplish this, the parameters of the filters have to be adjusted such that the

notches they create overlap with the frequencies of strong NBI. When notch filters

are employed in the transmitter, the transmitted pulse is shaped in such a way

(Figure 11.6) that the correlation of NBI with the pulse template in the receiver is

minimized.

Pulse shaping techniques are not limited to the Gaussian doublet and notch

filtering. Another feasible method is the adjustment of the PPM modulation

parameter d. Revisiting the correlation matrix for the single tone interferer given

in Equation (11.6), it is seen that ½Ri�k,l ¼ 0 for d ¼ n=fc, where n ¼ 1, 2, . . . , M, M
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being the number of possible pulse positions. Therefore, an effective interference

avoidance can be attained by setting d to n=fc. Similarly, considering the correlation

matrix corresponding to the band limited interference (11.7), it is seen that

cos½2pfc(tk � tl + d)� ¼ cos½(2pfc(tk � tl)�, when d ¼ n=fc. Also, in the light of

the knowledge that the bandwidth of the interference (B) is much smaller than its

center frequency ( fc), the assumption sinc½B(tk � tl + d)� ’ sinc½B(tk � tl)� can be

made for d ¼ n=fc. These two facts lead to the conclusion that ½Ri�k,l in Equation

(11.7) becomes zero for the band limited interference case, too, when d is set to n=fc.

Although the adjustment of the PPM modulation parameter d is a straightforward

way of avoiding NBI, it has an important drawback. The correlation output is also

dependent on d, and for a certain value of it a maximum signal correlation can be

obtained. However, this value of d does not necessarily have to be equal to 1=fc.

For the AWGN case (without considering the NBI), the bit-error-rate function

from which the optimum d can be determined is [49]

Q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
NsAEp

N0

Ropt

r !
, (11:12)

Figure 11.5 Normalized spectra for the single Gaussian pulse and two different Gaussian

doublets.
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where Ropt ¼ R(0)� R(dopt), Ns is the number of pulses per symbol, A is the pulse

amplitude, N0=2 is the double-sided power spectral density of AWGN, and R(Dt) is

the autocorrelation function of the received pulse. Therefore, there is an obvious

trade-off between maximizing Ropt and avoiding NBI, when determining the d par-

ameter. Depending on the level of NBI and AWGN, this parameter can be adjusted

to provide an optimal performance.

11.3.4 Other NBI Avoidance Methods

For the time-hopping UWB systems, it is possible to avoid NBI by placing notches

in the spectrum by adjusting the time-hopping code [50]. In [51], a PAM UWB

signal is considered. Each symbol has a duration of Ts and is composed of Ns

pulses, giving rise to Ns frames, which last for Tf ¼ Ts=Ns and are divided into

chips with a duration of Tc. The pseudorandom TH code determines the position

of the pulse inside the frame by selecting the chip where to place the pulse. In

short, a PAM UWB signal over a symbol duration can be written as

u(t) ¼ A
XNs�1

n¼0

v(t � cnTc � nTf � Ts), (11:13)

Figure 11.6 The effect of notch filtering on the transmitted pulse shape.
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where A 1 {� 1, 1} denotes the amplitude of the pulse, and cn is the TH code. In

[50], the spectrum shape for the multisymbol case is given by

Pu( f ) ¼ jW( f )j2
XNb�1

k¼0

jTk( f )j2, (11:14)

where W( f ) is the Fourier transform of the transmitted pulse, Nb is the total number

of different TH codes used, k is the symbol index, and

Tk( f ) ¼
XNs�1

n¼0

exp½�j2pf (cn,kTc þ nTf þ kTs)�: (11:15)

From Equation (11.15), it is seen that changing the time-hopping code causes the

spectrum of the transmitted signal to vary. This means that, by employing various

methods, the TH code can be adjusted in such a way that spectral notches are

created at frequencies of strong NBI, allowing the system to avoid interference.

In addition to the methods mentioned, physical solutions can also be considered

for avoiding NBI. In [52], an NBI avoidance technique depending on antenna design

is proposed. The main idea is to create frequency notches by intentionally adding a

narrowband resonant structure to the antenna, and thus making it insensitive to some

particular frequencies. This technique is more economical than the explicit notch

filtering method since it does not require additional notch filters. In [52], a

frequency-notched UWB antenna suitable for avoiding NBI is explained in detail.

This special-purpose antenna is obtained by employing planar elliptical dipole

antennas and incorporating a half-wave resonant structure, which is obtained by

implementing triangular and elliptical notches. It is necessary to note that the per-

formance of the antenna is reduced with increasing number of notches. This leads

to the idea that the frequency notched antenna may not be successful enough in

avoiding numerous simultaneously existing narrowband interferers.

11.4 CANCELING NBI

Although most of the avoidance methods mentioned seem to have a high feasibility,

they may not be implemented under all circumstances. The main limitation on these

methods is their dependency on the exact knowledge about narrowband interferers.

Without having the accurate information about the center frequency of the interfer-

ence, suppressing NBI is not possible by means of any of the avoidance techniques

explained. Even if the complete knowledge about the NBI is available, if there is an

abundant number of interferers, methods like employing notch filters or changing

the parameters of the transmitted pulse may lose their practicality. If it is not poss-

ible to avoid NBI at the transmission stage for any reason, one should make effort at

the receiver side to extract and eliminate it from the received signal.

Throughout the previous section, methods of avoiding NBI have been discussed

and limitations on their realization have been mentioned. In practice, UWB systems

that employ only avoidance techniques are not totally successful in eliminating NBI.
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In this section, an overview of different types of NBI cancelation methods will be

provided.

11.4.1 MMSE Combining

One of the popular receivers considered for UWB is the rake receiver. Rake receivers

are designed to collect the energy of strong multipath components, and with this

purpose they employ fingers. In each rake finger, there is a correlation receiver syn-

chronized with one of the multipath components. The correlation receiver is followed

by a linear combiner whose weight is determined depending on the combination

algorithm used. The output of the receiver for the ith pulse can be denoted as [39]

yi ¼
XM�1

k¼0

dickcbk þ cknk, (11:16)

where M is the number of rake fingers, di is the data bit transmitted on the ith pulse, ck,

bk, and nk are the weight used by the combiner, the channel gain, and the noise for the

kth multipath component, respectively, and

c ¼

ð1

t¼�1

vrx(t)v(t) dt, (11:17)

where vrx(t) denotes the received waveform, and v(t) is the correlating function.

In the traditional rake receiver, which employs MRC, the weight of the combiner

is the conjugate of the gain of the particular multipath component (c ¼ b�). Such a

selection maximizes the SNR in the absence of NBI. However, when NBI exists,

since interference samples are correlated, MRC is no longer the optimum method.

MMSE combining, which is an alternative approach, depends on varying these

weights in such a way that the mean square error between the required and actual

outputs is minimized. In the existence of interference, the SNR is maximized

when MMSE weight vector is used [53]:

c ¼ aRn
�1b, (11:18)

where c ¼ ½c1c2 � � � cM�
T,a is the scaling constant, Rn

�1 is the inverse of the correlation

matrix of noise plus interference, and b ¼ ½b1b2 � � �bM�
T is the channel gain vector.

The NBI cancelation methods other than MMSE combining can be grouped in

three categories as frequency domain, time–frequency domain, and time domain

approaches.

11.4.2 Frequency Domain Techniques

Cancellation techniques in the frequency domain can be exemplified by notch filtering

in the receiver side. Having an estimation about the frequencies of powerful
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narrowband interferers, notch filters can be used to suppress NBI. The pleasant fact

about this method is that it can be utilized in almost all kind of receivers, so that the

UWB system is not forced to employ a correlation-based receiver. The main weakness

of frequency domain methods, on the other hand, is that they are useful only when the

received signal, which is a superposition of the UWB signal and NBI from various

sources, exhibits stationary behavior. If the received signal has a time-varying

nature, methods that analyze the frequency content taking the temporal changes into

account are required. These methods are called the time–frequency approaches.

11.4.3 Time–Frequency Domain Techniques

The most commonly employed time-frequency domain method for interference sup-

pression is the wavelet transform. Similar to the well-known Fourier transform, the

wavelet transform also employs basis functions, and expresses any time domain

signal as a combination of them. However, these basis functions, which are called

wavelets, are different from the complex exponentials used by the Fourier transform

in the sense that they are not time unlimited. Hence, the wavelet transform is able to

represent the time local characteristics of signals, and is not limited to stationary

signals like the Fourier transform. A wavelet is defined as

cab(t) ¼
1

j
ffiffiffi
a
p
j
c

t � b

a

� �
, (11:19)

where a and b are the scaling and shifting parameters, respectively. If these par-

ameters are set as a ¼ 1 and b ¼ 0, the mother wavelet is obtained. By dilating

and shifting the mother wavelet, a family of daughter wavelets are formed. The con-

tinuous wavelet transform can be expressed as

W(a, b) ¼

ðþ1

�1

f (t)cab(t) dt: (11:20)

The version of the wavelet transform that is appropriate for computer implemen-

tation is the discrete wavelet transform (DWT), which is defined as [25]

dm,n ¼
1ffiffiffiffiffiffi
am

0

p
ð

f (t)c
t

am
0

� nb0

� �
dt, (11:21)

where m and n are integers.

Computers realize the DWT not by using wavelets, but by employing filters. An

effective algorithm for performing DWT based on using filters was proposed by

Mallat [54]. The Mallat algorithm results in a detailed analysis, in which the

lowest frequency component is expressed with the smallest number of samples,

whereas the largest number of samples expresses the highest frequency component.
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One possible way of suppressing the narrowband interference using the wavelet

transform is to have the transmitter part of the UWB system estimate the electro-

magnetic spectrum, and set a proper threshold for interference detection [55].

The interference level at each frequency component is then determined with

the wavelet transform, and compared with this threshold in order to distinguish

between the interfered and not interfered frequency components. According to the

results of this comparison step, the transmitter does not transmit at frequencies

where strong NBI exists. Obviously, this method is quite similar to the multicarrier

approach in NBI avoidance techniques.

Methods employing the wavelet transform in the receiver side of the system also

exist [56, 57]. In these methods, wavelet transform is applied to the received signal,

and frequency components with a considerably high energy are considered to be

affected by narrowband interference. These components are then suppressed using

conventional methods like notch filtering.

Although the discrete wavelet transform is a very useful tool for eliminating NBI,

the inability of current ADCs to sample the UWB signals at the Nyquist rate sets a

practical limit on the feasibility of this method. Therefore, the effectiveness of DWT

at the frame-rate and symbol-rate sampling has to be investigated thoroughly to be

able to decide about the usefulness of this approach with the existing technology.

11.4.4 Time Domain Techniques

The third group of NBI cancelation methods is the time domain approaches, which

can also be called predictive methods. Predictive methods are based on the assump-

tion that the predictability of narrowband signals is much higher than the predictabil-

ity of wideband signals, because wideband signals have a nearly flat spectrum [9].

Hence, in a UWB system, a prediction of the received signal is expected to primarily

reflect the narrowband interference rather than the UWB signal. This fact leads to

the consequence that NBI can be canceled by subtracting the predicted signal

from the received signal.

Predictive methods can be classified as linear and nonlinear techniques. Linear

techniques employ transversal filters in order to obtain an estimate of the received

signal depending on the previous samples and model assumptions [16]. If one-

sided taps are used, the filter employed is a linear prediction filter, whereas it is a

linear interpolation filter if the taps are double-sided. It is worth noting that interp-

olation filters proved more effective in canceling NBI.

Common examples for linear predictive methods are the Kalman–Bucy predic-

tion, which is based on the Kalman–Bucy filter with infinite impulse response (IIR),

and least-mean-squares (LMS) algorithm based on a finite impulse response (FIR)

structure.

Nonlinear methods are found to provide a better solution than linear ones for DS

systems because they are able to make use of the highly non-Gaussian structure of

the DS signals [9]. However, for UWB systems, this is not the case because such a

non-Gaussianity does not exist in UWB signals.
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Adaptive prediction filters are considered as a powerful tool against NBI. When

an interferer is detected in the system, the adaptation algorithm creates a notch to

suppress the interference caused by this source. However, if the interferer vanishes

suddenly, since there is no mechanism to respond immediately to remove the notch

created, the receiver continues to suppress the portion of the wanted signal around

the notch. If narrowband interferers enter and exit the system in a random manner,

this shortcoming reduces the performance of the adaptive system dramatically.

A more useful algorithm is proposed in [16], where a hidden-Markov model

(HMM) is employed to keep track of the interferers entering and exiting the

system. In this algorithm, the frequency locations where an interferer is present

are detected by an HMM filter, and a suppression filter is put there. When the

system detects that the interferer has vanished, the filter is removed automatically.

11.5 CONCLUSION AND FUTURE RESEARCH

In this chapter, an overview of narrowband interference in UWB systems is given. The

significance of the NBI problem for UWB systems has been discussed, different

models for NBI have been analyzed, and the effects of NBI on UWB communications

have been addressed. Methods of dealing with NBI have been examined under two

separate categories as NBI avoidance and NBI cancelation algorithms. NBI avoidance

methods including multicarrier approaches and multiband schemes, as well as alterna-

tive solutions based on pulse shaping, time-hopping code adjustment, and antenna

design have been investigated. Among the cancelation techniques, details of

MMSE combining algorithm are presented. Frequency domain techniques such as

notch filtering, time–frequency methods like wavelet transform and time domain

approaches, particularly linear techniques, have been discussed in separate sections.

As of now, none of the avoidance or cancelation methods has proved to be the

optimum solution to the NBI problem. It seems that the most inexpensive and suc-

cessful way of suppressing NBI can be achieved by employing an adaptive method

combining the avoidance and cancelation approaches. The UWB communications

can be initially started by applying the proper avoidance methods in the transmitter

side; then in the light of the feedback provided by the receiver, the effectiveness of

interference excision can be determined, and if it is found that the interferers cannot

be suppressed satisfactorily, NBI cancelation methods can be run in the receiver side

of the system. Considering that the computational burden related to the cancelation

methods is generally much higher than avoidance methods, such an adaptive

approach can be very useful in terms of wise usage of resources.
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&CHAPTER 12

Orthogonal Frequency Division
Multiplexing for Ultra Wideband
Communications

EBRAHIM SABERINIA and AHMED H. TEWFIK

12.1 INTRODUCTION

Orthogonal frequency-division multiplexing is an effective multicarrier modulation

technique that has been adopted in several current communication systems like

IEEE 802.11a and 802.11g wireless local area networks [1, 2]. It is a major candidate

for future wireless cellular systems like 4G. OFDM offers several desirable features

that make it attractive for high-bit-rate communications over wireless multipath

fading channels. These features include: ISI-free high-data-rate transmission using

a cyclic prefix, simple (one-tap) channel equalization by converting a frequency-

selective fading channel to several parallel flat fading channels, simple timing and

synchronization by changing a serial transmission to several parallel transmissions

and expanding the time of transmission of a single symbol, and all-digital transcei-

ver implementation in base-band using FFT and inverse FFT (IFFT) algorithms [3].

OFDM is also well known for its robustness to the multipath fading.

Research on adapting OFDM modulation to UWB communications started at the

beginning of 2002 in both academia [4–6] and industry [7, 8]. The results of both

studies were presented as two separate proposals to the IEEE 802.15.3a Wireless

Personal Area Network Standardization Committee [8, 9]. Later on, these two

proposals and several other non-OFDM proposals were merged together and an

OFDM-based UWB system named multiband OFDM (MB-OFDM) was introduced

[10]. The MB-OFDM system is currently one of the leading proposals for the IEEE

802.15.3a standard and is supported by more than 100 large companies and univer-

sities. In this chapter, we will discuss the MB-OFDM system in detail. Note that

the standard is not finalized and therefore the MB-OFDM proposal is still evolving.
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Our discussion of MB-OFDM will be based on the sixth version of the proposal. The

reader can look for the most recent updates on the IEEE 802.15.3a web site.

In the second part of the chapter we will discuss an enhancement to the

MB-OFDM system that leads to considerable savings in terms of complexity and

power consumption. The complexity and power consumption of the transceivers

is a very important issue in the applications considered for these high bit rate wire-

less personal area networks [11]. The new scheme, MB-pulsed-OFDM, is more suit-

able for high-speed wireless personal area networking applications such as those

envisioned by the IEEE 802.15.3a standard. Instead of using pulses with duty

cycle one, as in normal OFDM systems, the MB-pulsed-OFDM system uses

pulses with duty cycle less than one [12, 13]. We show that, by using the additional

spreading gain achieved by pulsation, we can reduce the number of carriers and

coding overhead in the MB-OFDM system. Hence, we can design transceivers with

much lower complexity and power consumption than the baseline MB-OFDM

system and with comparable or better performance in realistic indoor multipath

environments.

12.2 MULTIBAND OFDM SYSTEM

12.2.1 Band Planning

In the MB-OFDM system, the whole available UWB spectrum is divided into several

sub-bands with smaller bandwidth. This simplifies the design of the analog RF front

end and analog-to-digital and digital-to-analog converters (ADCs and DACs). It also

decreases overall power consumption. The bandwidth of each sub-band is larger than

500 MHz in compliance with the FCC rules for UWB transmission. Table 12.1

shows the band planning for the current MB-OFDM system. The bandwidth of

each sub-band is equal to 528 MHz. The sub-bands are assigned into five different

groups. Groups 1–4 have three sub-bands each and group 5 has two sub-bands.

Devices operating in band group 1 (the three lowest frequency bands) are denoted

mode 1 devices, and it is mandatory for all devices to support mode 1 operation.

Support for the other band groups is optional at this time and will be added in the

future. The sub-bands of band group 1 are shown in Figure 12.1.

12.2.2 Sub-Band Hopping

Every device uses only one sub-band group to transmit and receive data. In any time

slot, an OFDM symbol is transmitted in one of the sub-bands. The system switches

to another sub-band within the group to transmit next symbol. Fast switching

between bands is achieved by using a single oscillator and a frequency divider

network. The transmitted signal can be presented as follows:

x(t) ¼ Re
XR�1

r¼0

sr(t � rTOFDM) exp ( j2p frt)

( )
(12:1)
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where R is the number of transmitted OFDM symbols and sr(t) is the baseband signal

representing the rth OFDM symbol occupying a symbol interval of length TOFDM.

Let fr be the carrier frequency corresponding to the sub-band in which the rth

OFDM symbol is transmitted. The carrier frequency fr hops between bands accord-

ing to a time–frequency code (TFC) of length 6. Therefore, fr is periodic with

period 6. The system specifies four 3-band TFCs and two 2-band TFCs.

Table 12.2 shows the TFCs for three lower sub-bands (group 1). By using these

sequences, four simultaneously operating piconets can coexist with minimal

TABLE 12.1 MB-OFDM Band Planning: UWB Spectrum is Divided

into 14 Sub-Bands

Band

Group Sub-Band

Lower

Frequency (MHz)

Center

Frequency (MHz)

Upper

Frequency (MHz)

1 1 3168 3432 3696

2 3696 3960 4224

3 4224 4488 4752

2 4 4752 5016 5280

5 5280 5544 5808

6 5808 6072 6336

3 7 6336 6600 6864

8 6864 7128 7392

9 7392 7656 7920

4 10 7920 8184 8448

11 8448 8712 8976

12 8976 9240 9504

5 13 9504 9768 10032

14 10032 10296 10560

Figure 12.1 Sub-bands assigned for operation of a mode 1 device.

TABLE 12.2 Time Frequency Codes and Associated

Preamble Patterns

TFC1 1 2 3 1 2 3

TFC2 1 3 2 1 3 2

TFC3 1 1 2 2 3 3

TFC4 1 1 3 3 2 2

12.2 MULTIBAND OFDM SYSTEM 279



interference in any 3-band group while two simultaneously operating piconets can

coexist in the 2-band group.

12.2.3 OFDM Modulation

As mentioned earlier, one OFDM symbol is transmitted in each time slot within a

sub-band. Quadrature phase shift keying (QPSK) modulation is used for OFDM.

Therefore, the base-band OFDM signal transmitted in the rth time slot is given by:

sr(t) ¼ p(t)
XN�1

k¼0

br
ke j2pkf0t (12:2)

where N is number of subcarriers and p(t) is a lowpass pulse shaping signal with

duration Tp. The QPSK symbol that is transmitted in the rth time slot and over

the kth subcarrier is denoted by bk
r. The subcarrier spacing is denoted by f0 and is

equal to 1/Tp.

In the current MB-OFDM scheme, the number of subcarriers is N ¼ 128. Of

these 128 subcarriers, 100 subcarriers are used to transmit data and 12 subcarriers

are used as pilots. Ten subcarriers at the edge of the spectrum are defined as

guard carriers and are used to shape the transmitted signal spectrum. The remaining

six subcarriers are not used by the system and carry a null (zero) signal. The OFDM

modulation is done using an IFFT in the base-band. The subcarrier spacing is equal

to f0 ¼ 4.125 MHz (Tp ¼ 242.42 ns). In the initial proposal, a cyclic prefix (CP) of

length 37 was used. The current scheme instead adds 37 zeroes to the output of the

IFFT to generate an output with 165 symbols generating OFDM symbol interval of

TOFDM ¼ 312.5 ns. This zero padding (ZP) scheme enhances the signal spectrum as

compared with the scheme that uses a CP.

12.2.4 Frequency Repetition Spreading

At lower supported bit rates, only 50 QAM symbols are transmitted in one OFDM

symbol. While these symbols modulate 50 subcarriers, their conjugates modulate

another 50 subcarriers providing a conjugate symmetric input to the IFFT

module. Therefore, every QAM symbol is carried over two different subcarriers

providing a frequency spreading factor of 2. Furthermore, it ensures that the

output of the IFFT is a real-valued signal and there is no need for the Q branch in

the RF section of the transmitter.

12.2.5 Time Repetition Spreading

At some of lower bit rates, a time-domain spreading operation is also considered in

order to provide diversity and enhance system performance in multipath fading and

the presence of interference from simultaneously operating piconets. The time-

domain spreading is performed by transmitting the same information over two
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OFDM symbols. The repeated OFDM symbol is coded to ensure a flat power spec-

tral density (without impulses because of repetition) for the transmitted signal.

12.2.6 Coding

The MB-OFDM system uses convolutional error correction codes with rates of 1/3,

1/2 and 5/8 in different supported bit rates in order to mitigate distortion caused by

the channel. All of these codes are generated from a systematic convolutional

encoder with rate 1/3 shown in Figure 12.2. Other coding rates are derived from

the rate R ¼ 1/3 convolutional code by employing “puncturing.” Puncturing is a

procedure for omitting some of the encoded bits at the transmitter (thus reducing

the number of transmitted bits and increasing the coding rate). Decoding is

performed with the Viterbi algorithm at the receiver. For the punctured codes

dummy “zeros” are inserted in place of the omitted bits before decoding.

12.2.7 Supported Bit Rates

The MB-OFDM system supports bit rates of 53.3, 80, 106.7, 160, 200, 320, and

400 Mbps by changing the coding, frequency spreading, and time spreading rates

as shown in Table 12.3. Other optional bit rates, for example 39.4 Mbps and

Figure 12.2 Rate R ¼ 1/3; convolutional encoder used in MB-OFDM scheme with

constraint length K ¼ 7.

TABLE 12.3 Different Bit Rates in MB-OFDM System and Corresponding

Modulation Scheme, Coding Rate, Frequency Spreading and Time Spreading to

Achieve Those Bit Rates

Data Rate

(Mbps) Modulation

Coding

Rate

(R)

Conjugate

Symmetric

Input to

IFFT

Time

Spreading

Factor

(TSF)

Overall

Spreading

Gain

Coded Bits

Per OFDM

Symbol

(NCBPS)

53.3 QPSK 1/3 Yes 2 4 100

80 QPSK 1/2 Yes 2 4 100

106.7 QPSK 1/3 No 2 2 200

160 QPSK 1/2 No 2 2 200

200 QPSK 5/8 No 2 2 200

320 DCM 1/2 No 1 (No spreading) 1 200

400 DCM 5/8 No 1 (No spreading) 1 200
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480 Mbps, are considered as well. For bit rates of 320 Mbps and 400 Mbps,

dual-carrier modulation (DCM) is used instead of QPSK. In DCM a block of 200

coded bits first generate 200 bipolar bits by mapping “0”s into “21”s. Then, 100

complex-valued symbols are generated as follows:

yn

ynþ50

� �
¼

1ffiffiffiffiffi
10
p

2 1

1 �2

� �
xk(n) þ jxk(n)þ50

xk(n)þ1 þ jxk(n)þ51

� �
n ¼ 0,1, . . . , 49 (12:3)

where xm is the mth bipolar bit, ym is the mth output symbol and k(n) is an index

mapping defined as follows:

k(n) ¼
2n n ¼ 0, 1, . . . , 24

2nþ 50 n ¼ 25, 26, . . . , 49:

�
(12:4)

The outputs [ y(0), y(1), . . . , y(99)] are used as symbols to be transmitted over the

subcarriers of the OFDM symbol. When combined with soft-input Viterbi decoding

at the receiver, DCM increases frequency diversity and overall performance.

12.2.8 MB-OFDM Transceiver

The transmitter and receiver structures of the MB-OFDM system are presented in

Figure 12.3. Except for the hopping carrier frequency, the structure is similar to

that of standard OFDM transceivers presented in textbooks like [14]. At the trans-

mitter, after channel coding and interleaving, the coded bits are mapped into

QPSK constellations and OFDM modulation is performed using an IFFT. After

ZP, the signal is converted to analog and modulated by the carrier signal. The

frequency of the carrier signal hops between OFDM blocks from one sub-band to

Figure 12.3 Transmitter and receiver structures of multiband OFDM system.
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another according to the TFC code. At the receiver, after down conversion to base

band and low pass filtering by the bandwidth of a sub-band, the signal is sampled at

the Nyquist rate. The OFDM demodulation is performed using an FFT. The effect of

fading channel is removed by a one-tap equalizer for each sub-carrier in the

frequency domain and a hard decision is implemented to detect the transmitted

QPSK symbols. After de-mapping into a binary stream and de-interleaving, the

signal is sent to the decoder.

12.2.9 Improvement to MB-OFDM

Since publication of the MB-OFDM proposal, several ideas have been proposed to

enhance this system. One area that has received much attention is enhancing the fre-

quency spreading techniques used in MB-OFDM. Note that MB-OFDM is a UWB

system and the transmitted signal bandwidth is much higher than the data rate.

Hence, different frequency spreading techniques can be used to fill the spectrum.

The processing gain that is achieved from this spreading is used to mitigate the

multipath fading and other interferences. As mentioned earlier, the current

MB-OFDM scheme uses a frequency spreading of factor of 2 by sending the conju-

gate of the symbol in different subcarriers at low data rates. It also uses time

repetition of OFDM symbols at some data rates and provides another spreading

factor of 2. Further, it relies on band hopping between symbols and strong

forward error correction codes with interleaving between subcarriers and sub-

bands to combat fading and exploit frequency diversity. While different traditional

schemes can be considered to replace the current spreading schemes, the main

difference between them lies in the complexity of implementation. The main

reason that the authors of the MB-OFDM scheme have chosen simple repetition

in frequency and time over other better performing spreading techniques is complex-

ity. Unlike other UWB transmission schemes that rely on explicit frequency spread-

ing [15], the MB-OFDM approach does not require the use of a rake receiver to

capture partial or full multipath diversity. The implementation of a rake receiver

in UWB systems is complex because of the stringent timing requirements

imposed by the very short pulses that are typically used in UWB and the potentially

relatively large number of paths that need to be captured to guarantee acceptable

performance.

One of the ideas that have been proposed to enhance the frequency spreading

characteristics of the MB-OFDM system is the pulsed-OFDM scheme [12, 13].

This scheme uses the same spreading technique as the original UWB systems

(using low duty cycle pulses) and marries it to OFDM modulation. Pulsed-OFDM

effectively spreads the frequency content of the baseband OFDM signal over a

much wider band. This spreading leads to diversity which can be exploited to

reduce the number of carriers used in the MB-OFDM system and decrease its

coding overhead. Like the MB-OFDM scheme, this system does not require a

rake receiver to exploit diversity. In fact, the complexity of the new scheme is

much lower than that of the original MB-OFDM system. We will discuss pulsed-

OFDM system in more detail in the next section.
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12.3 MULTIBAND PULSED-OFDM UWB SYSTEM

The multiband pulsed-OFDM system preserves the band planning of the original

MB-OFDM scheme. It only replaces every OFDM symbol with a pulsed-OFDM

symbol. The pulsed-OFDM symbol is generated by replacing the pulse-shaping

lowpass signal with a regular train of pulses with low duty cycle. Specifically, the

pulsed-OFDM symbol to be transmitted in the rth time slot can be represented

with the same formula as nonpulsed OFDM signal in Equation (12.2):

sr(t) ¼ p(t)
XN�1

k¼0

br
ke j2pkf0t (12:5)

while in this case, p(t) is a train of pulses with duty cycle less than one, that is,

p(t) ¼
XN�1

n¼0

s(t � nT): (12:6)

In the above equation, N is number of subcarriers, s(t) is a monopulse with duration

Ts and T ¼ Tp/N is pulse separation time larger than Ts.

12.3.1 Pulsed-OFDM Transmitter

The pulsed-OFDM can be simply generated by replacing the DAC in an OFDM

transmitter with a pulse train generator. The generator produces amplitude modu-

lated pulses with duty cycle less than one. If the inverse of the duty cycle is

integer, the same signal can also be generated by up-sampling the digital base-

band OFDM modulated signal before sending it to a conventional DAC. The

up-sampling is done by inserting K 2 1 zeroes between samples of the signal.

The resulting pulsed-OFDM signal is then a pulse train with duty cycle equal

to 1/K. Since this latter point of view is mathematically more useful, we shall

retain it in the remainder of this chapter. We also refer to parameter K as the

processing gain of pulsed-OFDM system. Both transmitter structures are shown

in Figure 12.4.

12.3.2 Pulsed-OFDM Signal Spectrum

The spectrum of the pulsed-OFDM signal is easily derived from the impulse

response s(t) of the DAC, or equivalently from the pulse train p(t). Specifically,

following [14, p. 208], we have:

SPOFDM( f ) ¼
XN�1

k¼0

P f �
k

NT

� �����

����
2

, (12:7)
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where P( f ) is the Fourier transform of p(t) which, by taking Fourier transform from

both sides of Equation (12.6), can be shown to be given by

P( f )
�� ��2¼ S( f )

�� ��2sin2 pNfTð Þ

sin2 p f Tð Þ
: (12:8)

Figure 12.5 shows the spectrum of a pulse train with number of pulses equal to

N ¼ 4 and duty cycle of (1/5) and the spectrum of the corresponding pulsed-

OFDM signal having N ¼ 4 subcarriers. Equations (12.7) and (12.8) show that

the bandwidth of a pulsed-OFDM signal with symbol rate 1/T and processing

gain of K is approximately equal to (Kþ 1)/T. Note that Equation (12.7) shows

the spectrum of the pulsed-OFDM signal in a single sub-band.

Spectrum of the pulsed-OFDM can be also calculated noticing the fact that the

pulsed-OFDM signal generated by up-sampling a normal OFDM signal. As is

well known, the upsampling process spreads the frequency of the signal over a

band K times larger than the original by repeating the original signal spectrum in

frequency domain [16]. Then we can compute the spectrum of the pulsed-OFDM

signal as:

SPOFDM( f ) ¼
XM�1

m¼0

SOFDM f �
m

Ts

� �
, (12:9)

where SOFDM( f ) is the spectrum of the original OFDM signal. This discussion indi-

cates that the pulsed-OFDM leads to a simple frequency repetition scheme. The

main advantages of the proposed scheme compared with traditional frequency

repetition schemes such as [17] are that it is easy to implement as it requires

up-sampling or the use of DACs with low duty cycle, it automatically guarantees

that the minimum distance between any two subcarriers carrying the same

symbols is maximized and it provides an advantageous trade-off between complex-

ity and performance. In particular, as we will show below, it leads to considerable

complexity and power consumption savings while achieving an adequate

Figure 12.4 Pulsed-OFDM transmitter structure: (a) implementation using low duty cycle

pulse generator; (b) implementation using up-sampling in digital domain.
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performance in IEEE 802.15.3a environments that is higher than that of many of the

more complex schemes. In general, however, one expects the more complex and

more sophisticated frequency encoding schemes to exhibit better performance.

12.3.3 Digital Equivalent Model and Diversity of Pulsed-OFDM

It is advantageous to use a digital equivalent model to derive some of the properties

of pulsed-OFDM modulation. Assuming that the received signal is sampled at

the same rate as that of the transmitter DAC, the entire transmission system after

constellation mapping can be represented by the digital equivalent model of

Figure 12.6(a). Here Hd(z) is the digital equivalent channel. The impulse response

of this channel hd(n) is a sampled version of the equivalent analog channel that con-

sists of the physical channel, transmitter filter, and receiver filter. We assume that

Hd(z) is an FIR filter with Lþ 1 taps. The main difference between pulsed-OFDM

and normal OFDM is the up-sampling operation after the IFFT. We will show

Figure 12.5 (a) Spectrum of a pulse train with N ¼ 4 pulses per train and a duty cycle of

1/5; and (b) spectrum of the corresponding pulse-OFDM signal.
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that the up-sampling operation provides K branches of diversity that can be separ-

ated at the receiver. To establish this fact, we use the polyphase decomposition of

the digital equivalent channel Hd(z):

Hd(z) ¼
XK�1

k¼0

z�kHk(zK): (12:10)

Figure 12.6 Digital equivalent models for pulsed-OFDM transmitter and channel: (a) basic

model; (b) another model by replacing channel polyphase decomposition in the basic model;

(c) a circuit to separate diversity branches at the model (b); and (d) final model presenting K

diversity branches captured by the pulsed-OFDM system.
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In Equation (12.10) Hk(z), k ¼ 0, . . . , K 2 1, are the polyphase factors of Hd(z).

Substituting this polyphase decomposition in Figure 12.6(a) and using conventional

multirate signal processing principles, we obtain the digital equivalent model of

Figure 12.6(b) [16]. This model shows that the pulsed-OFDM received signal consists

of a parallel to serial conversion of K parallel normal OFDM received signals. Each

of these normal OFDM received signals is the output of a different channel driven by

the same normal OFDM input signal. Hence, a pulsed-OFDM system with processing

gain K provides K branches of diversity at the receiver. These branches can be separated

by a simple serial to parallel conversion structure, as shown in Figure 12.6(c). Combin-

ing the structures in Figure 12.6(b) and (c), we derive our final digital equivalent

model of a pulsed-OFDM system as depicted in Figure 12.6(d). We will propose a

receiver structure for the pulsed-OFDM based on this model.

12.3.4 Pulsed-OFDM Receiver

The diversity branches provided by the pulsation can be combined at the receiver to

combat fading in multipath channels. Since each branch is equivalent to a normal

OFDM received signal, we can demodulate each branch using normal OFDM demo-

dulation by applying the FFT to the received signal in that branch. As with other

OFDM systems, a CP of length larger than the maximum subchannel length is

added after the IFFT at the transmitter and discarded from the received signals

before the FFT in each branch. The cyclic prefix eliminates ISI and ICI in all

branches. In particular, the output of each sub-carrier in each branch is equal to

the symbol transmitted in that subcarrier modulated by a flat fading channel gain

equal to the Fourier transform of the subchannel impulse response evaluated at

the subcarrier center frequency. Alternatively, zero-padding can be used.

Let x ¼ [x0, . . . , xN21]
T be an N-element block of the input data stream x(n). After

removing the CP and applying an FFT, the output of each branch is given by [18, p. 180]:

zi ¼ Dixþ wi i ¼ 0, . . . , K � 1

Di ¼ diag{Hi(0), Hi( f0), . . . , Hi½(N � 1)f0�}
(12:11)

where Hi( f ) ¼
PL0

n¼0 hi(n)e�j2p fn is the Fourier transform of the ith virtual digital sub-

channel impulse response and f0 is the subcarrier center frequency separation. The vector

wi consists of samples of the filtered AWGN.

Equation (12.11) shows that, for each transmitted symbol, we receive K symbols

affected by different flat fading amplitudes. We can combine these branches before

making a decision about that symbol. Any kind of diversity combining method can

be used. The optimum way of combining diversity branches is Maximal Ratio Com-

bining (MRC) [18, Chapter 6]. In this approach, for each subcarrier n, the demo-

dulated outputs corresponding to the different diversity branches are combined as:

b̂(n) ¼

Pk�1
i¼0 d̂�i (n)zi(n)
Pk�1

i¼0 d̂�i (n)
���

���
2

(12:12)
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before symbol detection. In the above expression, di(n) is the nth diagonal entry of

matrix Di and zi(n) is the nth entry of vector zi. These parameters can be estimated

from the training data, as is normally done while adaptively constructing the one-tap

equalizers in OFDM receivers. In addition, MRC requires a sampling rate equal to

the bandwidth of the sub-bands and the evaluation of KN-point FFTs. Other diver-

sity combining methods like Equal Gain Combining (EGC) or Selection Combining

(SC) can be also used to reduce the complexity of the receiver. Figure 12.7 shows

the block diagram of a typical pulsed-OFDM receiver.

12.3.5 Selecting the Up-Sampling Factor

The analysis presented above leads to the important questions of how large the

up-sampling factor K can be and how we select a suitable value for the up-sampling

factor K in a given environment. To answer these questions, first observe that, to get

maximal benefit from the K diversity branches with minimal complexity, we would

want to make sure that they are uncorrelated. This condition holds as long as the

bandwidth of each subchannel is larger than the coherence bandwidth of the

channel. In other words, the up-sampling factor K needs to be smaller than or equal

to an upper limit Kmax given by:

Kmax ¼
w

Bc

� 	
¼ wTspread


 �
(12:13)

where w is the total channel bandwidth, Bc is the coherence bandwidth of the

channel and Tspread is its maximum delay spread. Here, xb c denotes the largest

integer that is smaller than x. In a given channel setting we may then look for the

optimum K in the range K ¼ 1, . . . , Kmax.

The selection of the up-sampling factor K in a given scenario can be done once a

suitable design criterion is chosen. In [18], we address this issue using the concept of

outage capacity [19, 20] of the pulsed-OFDM system in fading channels. The advan-

tage of this approach is that it leads to results that can be applied regardless of the

choice of coding, interleaving, and modulation schemes. In particular, we provide an

algorithm to choose the optimal up-sampling rate for a given set of requirements and

channel conditions. For example, the results of [18] show that it is best not to use

up-sampling (i.e., select K ¼ 1) in the IEEE 802.15.3a environment for trans-

missions at 480 Mbps at 1 m, while a value of K ¼ 4 is more suitable for trans-

mission at 106 Mbps at 10 m. The latter value will be retained for discussion in

Figure 12.7 Receiver structure for pulsed-OFDM system.
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the section where we compare MB-OFDM and pulsed-OFDM systems in terms of

performance, complexity, and power consumption.

12.4 COMPARING MB-OFDM AND MB-PULSED-OFDM SYSTEMS

In order to compare pulsed and non-pulsed OFDM modulation in a realistic situ-

ation, we use the IEEE 802.15.3a standard physical layer as a framework. In this

section we compare an MB-pulsed-OFDM system designed for the 106.7 Mbps

transmission rate requirements with the MB-OFDM system at the same setting.

12.4.1 System Parameters

By using the results of [18], we select a processing gain of K ¼ 4 with N ¼ 32

subcarriers for a pulsed-OFDM system to run at 106.7 Mbps data rate. Twenty-

five subcarriers are used to send 25 QPSK symbol generated from 50 coded bits.

The remaining subcarriers are used as pilots and guard subcarriers. To compensate

the lower coded bit rate in the pulsed-OFDM system, we use a convolutional error

correcting code of rate equal to 2/3 (instead of rate 1/3). So both systems have equal

bit rates.

12.4.2 Complexity Comparision

Both the pulsed-OFDM and non-pulsed-OFDM systems have the same RF front end.

Thus, in the analog domain, possibly except for the DAC and ADC parts depending

on implementation, the two systems have similar complexity and power consump-

tion. However, in the digital domain, we can achieve considerable saving in terms of

power consumption and complexity using pulsed-OFDM system.

The reduction in complexity came from the inherent advantage of the pulsed-

OFDM scheme using reduced number of sub-carriers. In particular, only a

32-point IFFT is required at the transmitter side. This is much simpler than the

128-point IFFT used in the baseline system. It is known that the complexity of an

FFT or IFFT processor is proportional to NlogN, where N is the size of the data

block. At the receiver side, the pulsed-OFDM requires four 32-point FFTs while

the nonpulsed-OFDM system only requires a single 128-point FFT. Again, the com-

plexity of the pulsed-OFDM receiver is slightly lower than that of the MB-OFDM

receiver.

12.4.3 Power Consumption Comparison

In addition to its lower complexity, the pulsed-OFDM system has a big advantage

over nonpulsed OFDM in terms of power consumption. The power consumption

of a VLSI chip is determined by its clock rate, the supply voltage and the capacitance
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of the circuit. It can be roughly computed as:

P ¼ CtotalV
2
0 f , (12:14)

where Ctotal denotes the total capacitance of the circuit, V0 is the supply voltage, and

f is the clock frequency. According to the analysis of the previous sections, the

baseband section of the pulsed-OFDM runs at a lower clock frequency than

that of MB-OFDM. This fact is illustrated in Table 12.4, where the clock rates of

different parts of transmitter and receiver are listed for both pulsed and non-

pulsed systems. Actually, due to the simplicity of the circuits in pulsed-OFDM,

such as FFT processors and Viterbi decoders, the Ctotal in pulsed-OFDM is

smaller than the one in nonpulsed-OFDM, leading to further reduction in power

consumption.

12.4.4 Chip Area Comparison

Complexity and power consumption are not the only criteria for a good design.

The amount of chip area consumed by different functions is also of interest.

A straightforward implementation of four parallel FFT structures will occupy

significantly larger area than a single 128-point FFT processor. Fortunately, it is

possible to reduce four parallel FFT structures down to one without introducing

significant extra complexities. In Figure 12.8(a), a widely used hardware implemen-

tation structure of an FFT processor is illustrated [21]. This structure is called a

radix-4 multipath delay commutator (R4MDC) structure. In the figure, the block

marked with C4 represents a four-input–four-output commutator, the block

marked with BF4 is a four-point butterfly structure and the symbol � represents a

multiplier. The blocks with numbers represent the delay elements in the path. One

important weakness of this hardware structure is its low hardware utilization. All

of the hardware elements in the FFT processor, such as commutators, butterfly struc-

tures, and multipliers, are only utilized 25% of the time. This means that, most of the

time, the hardware elements are not used. In pulsed-OFDM, the low hardware effi-

ciency of the structure makes it possible to combine multiple parallel FFT pro-

cessors into the same structure by utilizing time multiplexing. As stated in [21],

four parallel inputs, such as in the receiver of the pulsed-OFDM, can be combined

using multiplexers and buffers into the same hardware structure. Figure 8(b) and (c)

shows the structure of a modified commutator with four parallel inputs. By utilizing

this modified FFT structure the hardware efficiency can be improved to 100%.

Hence, compared with nonpulsed-OFDM, which uses a single 128-point FFT struc-

ture, the four-parallel 32-point FFT processor not only has lower computational and

hardware complexity but also has higher hardware efficiency.

Another challenge in design of a transceiver for the MB-pulsed-OFDM system in

the same chip area of the MB-OFDM arises when designing Viterbi decoder for the

rate-2/3 convolutional code. Direct implementation of the Viterbi decoder for

the rate-2/3 systematic convolutional code has much higher complexity than that

of a rate-1/3 convolution code used in MB-OFDM system. This is due to the fact
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that each point in the trellis representation of a rate-1/3 convolutional code has only

two inputs, while a point in the trellis representation of a rate-2/3 convolutional

code has four inputs. The increase in the number of inputs will significantly increase

the complexity of the add–compare–select (ACS) unit. To address this issue, we use

punctured codes. It can be shown that the performance difference between

the optimal rate-2/3 code and the punctured code is less than 0.5 dB at a

BER ¼ 1025. In the simulation results shown in next sub-section we have used

the low complexity punctured code.

12.4.5 Performance Comparison

In order to compare the performance of the pulsed and nonpulsed systems, we ran a

complete simulation of both systems over the channel models CM3 and CM4 of

the IEEE 802.15.3a. Figure 12.9 shows the results of the simulation of both the

nonpulsed and pulsed-OFDM systems when operating at 106.7 Mbps over a CM-4

channel. This channel model has a delay spread of 250 ns. In this figure the BER

is plotted vs distance for both systems. The BER must be less than 1025 in order

Figure 12.8 (a) A 64-point R4MPC FFT implementation structure [21]; (b) The new

commutator for the structure in part (a) with four parallel inputs; and (c) new connections

in the commutator.
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to achieve a packet error rate less than 8% as required by the call for proposal (CFP)

document. Figure 12.9 shows that the pulsed-OFDM system can operate at a range of

9.7 m on CM4 type channels while the range of normal OFDM is only 8.8 m.

Figure 12.10 shows the results of the simulation of both the nonpulsed and

Figure 12.9 Bit error rate versus distance for pulsed and nonpulsed-OFDM systems in

channel CM4.

Figure 12.10 Bit error rate versus distance for pulsed and nonpulsed-OFDM systems in

channel CM3.
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pulsed-OFDM systems when operating at over CM3 channel. This channel model

has a delay spread of 150 ns. Figure 12.10 shows that, even in this more favorable

channel, and despite its lower complexity and power consumption, the pulsed-

OFDM system has a slightly longer range than the nonpulsed system at a BER of

1025. Hence, we conclude that pulsed-OFDM outperforms nonpulsed-OFDM in

dense multipath channel under identical bit rate and bandwidth conditions.

12.5 CONCLUSION

MB-OFDM system uses advantages of OFDM modulation to implement a high-

bit-rate UWB system for indoor dense multipath wireless channels. The system

has the ability to exploit frequency diversity and capture multipath energy without

implementing a high-complexity rake receiver. Simple frequency and time rep-

etition schemes along with heavy channel coding and interleaving is used to fill

available UWB bandwidth and use the result processing gain to mitigate multipath

and multiuser interference. Even better spreading schemes can be used to improve

the performance or reduce the complexity. Pulsed-OFDM is a simple frequency

spreading technique that can be used to reduce the complexity of the MB-OFDM

system by lowering coding overhead and reducing the number of subcarriers

while maintaining processing gain and overall performance.
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&CHAPTER 13

UWB Networks and Applications

KRISHNA M. SIVALINGAM and ANIRUDDHA RANGNEKAR

13.1 INTRODUCTION

Recent approval by the FCC has led to considerable interest in developing UWB

communications on an unlicensed basis in the 3.1–10.6 GHz band [1–7]. UWB

technology is defined as any transmission scheme whose instantaneous bandwidth

is greater than 20% of a center frequency or where the available bandwidth is

greater than 500 MHz. The FCC has currently set an emissions mask that will

limit the radiated emissions for UWB signals. This mask will enable the simul-

taneous operation of UWB devices with existing narrowband systems, thereby

increasing the efficiency of spectrum reuse.

In UWB, the data is transmitted over a wide range of frequency bands, resulting

in high data rates. Since the signal energy is spread very thinly over the entire band-

width, the energy density is very low. This helps in reducing the probability of detec-

tion and interception. Another important property of UWB signal is the high

immunity to multipath fading [8]. Multipath fading is a phenomenon observed in

continuous wave signals. It occurs due to the reflection of the signals off objects

resulting in destructive cancellation and constructive addition. Since UWB is not

a continuous wave technology, it is not affected since the reflections can be resolved

in time. As a matter of fact, the narrow pulses used in UWB transmission allow

multipath resolution and hence can be used to effectively detect the transmitted

symbol in a multipath environment.

There are two main differences between UWB and other narrowband and wide-

band systems. First, the bandwidth of UWB systems in 20% of a center frequency.

This is much greater than the bandwidth of any currently used technology. Second,

regular narrowband systems use radio frequency (RF) carriers to move the

frequency of the signal from baseband to the carrier frequency. UWB radio, on
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the other hand, is implemented in a carrier-less fashion. It involves the transmission

of very short (subnanosecond) pulses that are emitted in periodic sequences. This

sharp rise and fall time of the pulse results in a waveform that occupies a much

larger bandwidth.

To summarize, some of UWB’s potential advantages include: (i) low-power

operation since transceiver circuitry power requirements are low [4]; (ii) UWB

transmissions are below the noise level thereby providing low probability of detec-

tion (LPD); (iii) low probability of jamming (LPJ) capabilities due to the low energy

per frequency band and the use of precisely timed patterns; (iv) ability to penetrate

walls and vegetation due to the lower frequencies used; (v) higher immunity to

multipath fading effects due to increased diversity; and (vi) availability of precise

location information, since UWB uses precise pico-second pulses for transmission

and tight synchronization between the communicating nodes, which enables

centimeter-accurate location determination.

However, UWB has a few disadvantages such as long signal acquisition times (up

to a few milliseconds [9, 10]), and FCC regulatory issues. There are also several

technical challenges at the physical layer to be resolved such as: antenna design,

propagation and channel modeling, devices and circuits design, and waveform

design.

UWB-based networking is currently being predominantly considered for

WPANs, which are defined as networks formed by low-power wireless devices

with relatively short transmission distances. The technology for WPANs is in its

infancy and is undergoing rapid development as part of several standards projects

including IEEE 802.15.3a and the Multiband OFDM Alliance (MBOA, [11, 12]).

In addition; the application of UWB for wireless sensor networks is also being

explored.

In this chapter, we present a survey of UWB based networks and some of their

applications. The chapter is organized as follows. Background material on UWB

technology is presented in Section 13.2. In Section 13.3, research on medium

access control protocols for UWB networks is presented. In Section 13.4, some of

the applications of UWB networks are presented; and Section 13.5 presents a

summary and discussion.

13.2 BACKGROUND

This section presents the relevant background material and related work.

13.2.1 UWB Physical Layer

Although all UWB transmissions comprise series of pulses, modulation may be

carried out using various techniques. There are basically four methods of UWB

modulation [13, 14]: (i) TH-SS; (ii) DS-SS; (iii) MB-OFDM; and (iv) delay-

hopped transmitted-reference spread spectrum (DHTR-SS).

The TH-SS system is similar to traditional pulse modulation and transmits pulses

at specific times in a frame. The DS-SS system is similar to a BPSK-CDMA system.
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Here the information bits are multiplied by a PN chip sequence to provide channe-

lization and spreading in frequency domain. The signal is then transmitted by phase

shift keying using a Gaussian mono-pulse and shifting its phase according to pulse

polarity. The reception is carried out using a rake receiver comprising a correlator

for each rake finger and a maximal ratio combining of the correlator outputs. The

MB-OFDM system is based on the OFDM technology implemented in 802.11 g

and 802.11a [12]. Instead of using the whole spectrum as a single band as in the

case of DS-SS, the MB-OFDM divides the spectrum into individual bands of

around 500 MHz. The spectrum of 3–10 GHz thus contains around 13 such

bands, which are grouped into four groups based on applications (implemented by

Texas Instruments). With DHTR-SS, a pair of identical doublets is transmitted for

each frame similar to the differential phase shift keyed (DPSK) system.

13.2.2 IEEE 802.15.3 Standards

The IEEE 802.15.3 standard is being developed for high-data-rate wireless personal

area networks. The standard initially specified operation in the unlicensed frequency

band between 2.4 GHz and 2.4835 GHz, and is designed to achieve data rates of

11–55 Mbps, which are required for the distribution of high-definition video and

high-fidelity audio. An alternative PHY layer, based on UWB radio transmission,

has been proposed as part of the IEEE TG802.15.3a.

As of November 2004, the IEEE task group TG802.15.3a has not chosen the

physical layer design but is considering two proposals. The first proposal, promoted

by the UWB Forum, is based on the principles of direct sequencing. DS-UWB pro-

vides support for data rates of 28, 55, 110, 220, 500, 660 and 1320 Mbps. The other

proposal, developed by the MBOA [12], is based on the concept of multiband

OFDM and supports data rates of 55, 110, 200, 400 and 480 Mbps. Multiband

OFDM is a transmission technique where the available spectrum is divided into mul-

tiple bands. Information is transmitted on each band using OFDM modulation. The

information bits are interleaved across all the bands to provide robustness against

interference. Multiband OFDM divides the available spectrum (3.1–10.6 GHz)

into 13 bands of 528 MHz each. These bands are grouped into four groups to

enable multiple modes of operation for multiband OFDM devices. These are:

groups A (bands 1–3), B (bands 4–5), C (bands 6–9), and D (bands 10–13). Two

modes of operation have been specified. Mode 1 is mandatory and operates in fre-

quency bands 1–3, that is, group A. Mode 2 is optional and uses seven frequency

bands, three bands from group A and four bands from group C. Groups B and D

are reserved for future use. Channelization in multiband OFDM is achieved using

different time–frequency codes, each of which is a repetition of an ordered group

of channel indexes. An example of time–frequency codes is given in Table 13.1.

The beacon frames are transmitted using a predetermined time–frequency code.

This facilitates reception of beacon frames by devices that have not been synchro-

nized. There are still many technological challenges ahead, mostly around the

high level of integration that UWB products require: they need to be developed at

low cost and low power to meet the vision of integrated connectivity for PANs.
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13.3 MEDIUM ACCESS PROTOCOLS

The IEEE 802.15.3a group initially has selected the IEEE 802.15.3 MAC protocol

specifications for channel access. This may not be efficient since the MAC protocol

does not consider UWB’s characteristics. The MBOA is working on its version of

the MAC protocol, but has not made it publicly available yet.

We first present the details of IEEE 802.15.3 and then discuss some of the related

work on UWB MAC protocols that considers the impact of channel acquisition time

and the presence of multiple communication channels.

13.3.1 IEEE 802.15.3 MAC Protocol

WPANs are not created a priori. They are created when an application on a particu-

lar device wishes to communicate with similar applications on other devices. This

network, created in an ad hoc fashion, is torn down when the communication ends.

Network Architecture The network is based on a master–slave concept, similar

to the Bluetooth network formation. A piconet is a collection of devices such that

one device is the master and the other devices are slaves in that piconet. The

master is also referred to as the piconet controller (PNC). The master is responsible

for synchronization and scheduling the communication between different slaves of

its piconet.

In the 802.15.3 WPAN, there can be one master and up to 255 slaves. The

master is responsible for synchronization and scheduling of data transmissions.

Once the scheduling has been done, the slaves can communicate with each other

on a peer-to-peer basis. This is contrary to Bluetooth PAN, where devices can

only communicate with the master in a point-to-point fashion. In Bluetooth, if

device d1 wants to communicate with d2, d1 will send the data to the master and

the master will forward the data to d2. The two slave devices cannot communicate

on peer basis.

A scatternet is a collection of one or more piconets such that they overlap

each other. Thus, devices belonging to different piconets can communicate over

multiple hops.

TABLE 13.1 Time–Frequency Codes for Multiband OFDM Devices

Channel No. Time Frequency Codes (Mode 1) Time Frequency Codes (Mode 2)

1 1 2 3 1 2 3 1 2 3 4 5 6 7

2 1 3 2 1 3 2 1 7 6 5 4 3 2

3 1 1 2 2 3 3 1 4 7 3 6 2 5

4 1 1 3 3 2 2 1 3 5 7 2 4 6

5 — — — — — — 1 5 2 6 3 7 4

6 — — — — — — 1 6 4 2 7 5 3
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The piconet can be integrated with the wired network (802.11/Ethernet) by using

a IEEE 802 LAN attachment gateway. This gateway conditions MAC data packet

units to be transported over Bluetooth PAN.

Channel Access Channel access in the 802.15.3 MAC is based on superframes,

where the channel time is divided into variable size superframes, as illustrated in

Figure 13.1. Each superframe begins with a beacon that is sent by the PNC and is

composed of three main entities: the beacon, the contention access period (CAP)

and the contention free period (CFP). The beacon and the CAP are mainly used

for synchronization and control information whereas the contention-free period is

used for data communication. During the CAP, the devices access the channel in

a distributed manner using CSMA/CA with a specified backoff procedure. The

CFP is regulated by the PNC, which allocates time slots to various devices based

on their demand and availability.

The beacon packet is used to send the timing information and any piconet man-

agement information that the PNC needs to send to the devices. The beacon consists

of a beacon frame and any commands sent by the PNC as beacon extensions. The

beacon packet contains details about the superframe duration, CAP end time,

maximum transmit power level and piconet mode. The superframe duration speci-

fies the size of the current superframe and is used along with the CAP end time to

find the duration of the CAP. The resolution of superframe duration and CAP end

time is 1 ms and the range is 0–65535 ms. The value of maximum transmit level

is specified in dBm and may vary for each superframe. The piconet mode field

describes some of the characteristics of the piconet and the superframe. It specifies

whether the CAP may contain data, command or association traffic and may be used

to disallow a certain type of traffic from being sent during the CAP. The piconet

mode field specifies if the management time slots are being used in the current super-

frame. It also defines the security mode of the piconet.

All the devices in the piconet reset their superframe clock on receiving the beacon

preamble. All times in the superframe are measured relative to the beacon preamble.

Each device in the piconet calculates its transmission time based on the information

contained in the beacon.

The CAP is used to communicate commands and asynchronous data traffic, if

any. Carrier sense multiple access with collision avoidance (CSMA/CA) is the

basic medium access technique used in the CAP. The type of data or commands

that a device may send during the CAP is governed by the PNC by setting

Figure 13.1 IEEE 802.15.3 superframe format.
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appropriate bits in the piconet mode field of the beacon. Before transmitting each

frame, the device senses the medium for a random period of time and transmits

only if the medium is idle. Otherwise, it will perform a backoff procedure that is

maintained across superframes and is not reset at the start of a new superframe.

That is, if the backoff interval has not expired and there is not enough time left in

the CAP, then the backoff interval is suspended and restarted at the begin of the

next superframe’s CAP. When the device gains control of the medium, it checks

if there is sufficient time in the CAP for the transmission of the whole frame.

CAP traffic is not allowed to intrude in the contention free period and the device

must backoff until the beginning of the next superframe’s CAP.

The CFP consists of channel time allocations (CTAs). CTAs are used for man-

agement commands as well as synchronous and asynchronous data streams. The

PNC divides the CFP into channel time allocations that are allocated to individual

devices. A device may or may not fully utilize the CTA allocated to it, with no

other device being allowed to transmit during this period. The order of transmission

of the frames is decided locally by the device without the knowledge of the PNC.

Depending on its position in the superframe, there are two type of CTAs:

dynamic CTA and pseudostatic CTA. The devices in the piconet have the choice

of requesting either of the CTAs. The position of a dynamic CTA, within a super-

frame, can be moved on a superframe to superframe basis. This allows the PNC

the flexibility to rearrange the CTAs to obtain the most efficient schedule. The sche-

duling mechanism for the CTAs is not specified by the draft standard and is left to

the discretion of the implementer. Pseudostatic CTAs maintain their position within

the superframe and are allocated for isochronous streams only. The PNC is allowed

to move the location of these CTAs as long as the old location is not allocated to any

other stream for a predefined constant period. The CFP may also contain manage-

ment CTAs (MCTA) that are allocated just after the contention access period.

MCTAs are used to send command frames that have the PNC either as the source

or the destination. The PNC is responsible for determining the number of MCTAs

for each superframe.

Whenever a device needs to send data to another device in the piconet, it sends a

request to the PNC. The PNC allocates the CTAs based on the current outstanding

requests of all the devices and the available channel time. When a source device has

a frame to be sent to a destination, it may send it during any CTA allocated for that

source destination pair. If such a CTA does not exist, the source may send the frame

in any CTA assigned to that source as long as the source device can determine that

the destination device will be receiving during that period. A device may not extend

its transmission, started in the CTA, beyond the end of that CTA. The device must

check whether there is enough time for transmission of the frame during the current

CTA to accommodate the frame. If a device receives the beacon in error, it will not

transmit during the CAP or during any management or dynamic CTA during that

superframe. The device is allowed to use the pseudostatic CTAs until the number

of consecutive lost beacons exceeds a constant value. Any device that misses a

beacon may also listen for the entire superframe to receive frames for which it is

the destination.
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13.3.2 Impact of UWB Channel Acquisition Time

Unlike continuous wave technology that use sine waves to encode information, UWB

technology uses very short (subnanosecond), low-power pulses (monocycles

[5, 15, 16]) with a sharp rise and fall time, resulting in a waveform that occupies

several GHz of bandwidth. Since the signal is spread very thinly over the entire band-

width, the power density is very low that facilitates co-existence with existing legacy

systems such as global positioning system (GPS [17]). The acquisition time for a UWB

signal is thus large due to a combination of the low energy per pulse and very short

pulse durations (nanoseconds or hundreds of picoseconds, typically). In a broadcast

multiple access environment this can severely affect efficiency of the MAC protocol

[9]. It is therefore necessary to study the impact of high acquisition time on perform-

ance metrics that include throughput, delay, and acquisition overhead, as considered in

Rangnekar et al. [18]. Another approach based on aggregating multiple upper-layer

packets into a larger burst frame at the MAC layer is presented in Lu et al. [10].

Timing acquisition is typically performed using a preamble in packet data

systems. In high data rate applications, preamble efficiency is required so as to

reduce loss of throughput. Consider a 1024 byte data payload transmitted at

100 Mbps. A 10 ms preamble amounts to an overhead of 11%, which rises to

34% for a 500 Mbps data rate. A matched filter or a correlator receiver is optimal

for acquisition of a single user’s preamble sequence. Analog correlators are used

because digital filters are infeasible due to the excess GHz sampling rates that

cannot be supported by current state-of-the-art ADC designs. The mean acquisition

time depends on both the signal bandwidth and pulse duration of the UWB signal.

The Dispersive nature of the multipath can also be exploited to improve acquisition

performance.

The following scheduling algorithms have been considered in Rangnekar [18]:

. Single CTA (CTA-1)—each connection is assigned a single guaranteed time slot

in each superframe. The number of CTAs allocated in each superframe, and

hence the size of the superframe, depends on the number of connections in

the piconet.

. Multiple CTA (CTA-M)—each connection is assigned multiple timeslots in the

same superframe. The draft standard recommends that, if multiple CTAs are

assigned to a connection, then the timeslots should be spread out through

the superframe. Hence the timeslots are assigned on a round-robin basis until

the maximum size of the superframe is reached or there are no more data

packets in the buffer. The maximum number of timeslots assigned to each con-

nection depends on the number of connections in the piconet at that instant.

. Contiguous CTA (CTA-C)—each connection is assigned multiple contiguous

timeslots. The number of contiguous slots is limited by a preset constant,

maxContiguousCTA. Depending upon the number of connections in the

piconet, each connection may be assigned multiple blocks of contiguous time-

slots. These blocks are assigned to each connection on a round-robin basis until

the size of the superframe has reached its maximum value.
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The paper also presents performance evaluation of a network using discrete event

simulation models. The system parameters varied include number of nodes in the

piconet, acquisition time, channel bandwidth and packet arrival rate. The values

for the simulation parameters are specified in Table 13.2 and are based on infor-

mation provided in the 802.15.3 standard.

The performance metrics measured are utilization, average packet delay and

acquisition overhead. The superframe utilization is given by:

U ¼
Td

½TB þ TCAP þ Td þ n(Ta)þ m(TSIFS þ TGb)�
(13:1)

where Td ¼ data transmission time; Ta ¼ acquisition time; TB ¼ beacon trans-

mission time, depending on the number of connections in the superframe; TCAP ¼

contention access period and is constant; TSIFS ¼ SIFS time period and is constant;

TGb ¼ guard time and is constant; n ¼ number of times signal acquisition is needed,

depending on the scheduling scheme; and m ¼ number of CTAs allocated in the

superframe.

Each superframe has just one instance of TB and multiple instances of Ta, TSIFS

and TGb, where the values of TSIFS and TGb are constant. Thus, larger values of Ta

will result in lower per-frame utilization. For a 500 Mbps channel with Ta ¼ 5 ms

and superframe of maximum size 65535 ms, there can be at most 1259 CTAs per

superframe. Each CTA, for a 2032 byte packet, lasts for 32.9 ms. Based on these

values and those described in Table 13.2, we expect the utilization to be about

61%, but if the acquisition time is increased to 25 ms, the number of CTAs per super-

frame drops to 905 and the utilization falls to 44%. For a 100 Mbps channel, it can be

calculated that the utilization drops from 88% to 80% as the acquisition time is

increased from 5 ms to 25 ms. Thus, the adverse effect of acquisition time is more

prominent in higher data rate channels.

TABLE 13.2 Simulation Parameters and Values

Simulation Parameter Value

Channel bandwidth (C) 100–500 Mbps

Number of nodes (N) 16–128

Packet size 2032 bytes

Packet generation rate (l) 0.1–40,000 pkt/s

Maximum buffer size (B) 150 pkts

Acquisition time (Ta) 5–25 ms

TCAP 1 ms

TSIFS 10 ms

Guard band time (TGb) 3.28 ms

Beacon time (TB) 0.7–60 ms

CTA size 2032 bytes

Maximum superframe 65.535 ms

Maximum contiguous CTAs in CTA-C 1–100
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Figure 13.2(a) presents the average packet delay of the MAC protocol vs channel

acquisition time. The packet generation rate for this set of simulations was set to

4000 packets/s. The maximum service rate for the 500 Mbps channel, for the

given set of parameters, was obtained as 1750 packets/s for each queue. Similarly,

for the 100 Mbps channel, a maximum service rate of 523 packets/s is feasible. This

decrease in service rate causes the average packet delay to increase considerably as

the channel bandwidth is decreased. The average packet delay is further increased

with an increase in acquisition time. This is because of the recommendations of

the draft standard that cause the protocol to spend acquisition time for each

packet. There is an 11% increase in average packet delay for the 100 Mbps

channel and a 50% increase for the 500 Mbps channel. Thus, the increase in

packet delay is more severe for the higher bandwidth channels. This handicap can

be overcome by scheduling CTAs for each connection contiguously. In the follow-

ing section, we will show that the contiguous scheme decreases packet delay and

also reduces the impact of acquisition time.

Figure 13.2(b) and (c) presents per-packet acquisition overhead and utilization,

obtained through simulations by varying acquisition time. The acquisition overhead

(AO) is defined as the percentage of time in a superframe that is spent in signal

acquisition relative to the time spent for data transmission: AO ¼ (n � Ta)=Td,

where Ta, Td, and n are channel acquisition time, data transmission time, and

number of times signal acquisition is needed, respectively. It is measured by com-

puting the time spent in signal acquisition and data communication over the duration

of the simulation. Our intention in plotting this metric is to show the amount of time

lost in signal acquisition per packet transmission. Figure 13.2(b) shows that an

increase in acquisition time severely affects the acquisition overhead. The

500 Mbps channel suffers the most as the acquisition overhead increases from

15% to 76% (an increase of 400%). An acquisition overhead of 76% implies that

the protocol spends nearly as much time in signal acquisition as it spends in

actual data transfer. Thus, there exists much scope for improvement in utilization

if the acquisition overhead is controlled by efficiently scheduling the CTAs.

Figure 13.2(c) matches our expected values of U based on Equation (13.1). This

plot shows the reduction in throughput as compared with the ideal throughput for

each value of C. This reduction is mainly due to the the amount of time wasted in

signal acquisition.

13.3.3 Multiple Channels

In a wireless network, the transmission channel has to be shared by many nodes

using either a random access method such slotted Aloha or by scheduling the

channel to the nodes based on user requests. As the number of nodes sharing

the wireless medium increases, the amount of bandwidth available to each node

drops. This effect is aggravated by the fact that the available bandwidth is already

low as compared with the wired networks. One possible solution is to provide mul-

tiple wireless communication channels for simultaneous use.
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Figure 13.2 Effect of acquisition time on (a) average packet delay, (b) acquisition overhead,

and (c) utilization (l ¼ 4000 packets/s).
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Depending on the technology used for wireless transmissions, the wireless

spectrum is divided into multiple simultaneous channels. For example, IEEE

802.11b communication, operating in the 2.4 GHz ISM band with 80 MHz of

reusable spectrum, provides 11 channels. In this paper, we consider the IEEE

802.15.3a standard based on UWB communications being developed for wireless

PANs [3, 4, 15, 19].

In this paper, we present a QoS-aware scheduling algorithm for the IEEE

802.15.3 MAC protocol that utilizes the multiple channels that are available in a

UWB network. Each wireless device is equipped with a tunable transceiver that

gives the node the flexibility to transmit or receive on any channel, thereby enabling

sharing of the channels among the nodes. The scheduling mechanism employs a dis-

tributed dynamic channel allocation algorithm to distribute the channels among

neighboring piconets based on dynamic traffic demand.

Scheduling Algorithm This section describes the mechanism used by the PNC

to schedule packets over multiple channels, as studied in Rangnekar and Sivalingam

[20]. The system has C distinct and nonoverlapping channels are available for use in

the entire system. Each node is equipped with a half-duplex tunable transceiver. The

node can transmit or receive on only one channel at a time. The transceiver is

capable of tuning to different channels dynamically. The channel switch time, as

defined by the multiband OFDM proposal [21], is 9 ns. All piconet nodes are syn-

chronized to the PNC, which transmits the beacon on a predetermined default

channel. All piconet nodes know the default channel and tune their transceiver to

the default channel to listen to the beacon. For ease of explanation, we assume

only one piconet in the system. However, it can be easily extended to multiple pic-

onets, as presented in the next section. Let the number of nodes in a given piconet be

denoted by M and the number of channels by C. The requests made by each node for

transmission are stored as an M �M demand matrix. The demand matrix contains

the number of packets to be transmitted by each node to every other node in the

network. The objective of the scheduling algorithm is to schedule these requests

on the C channels in a collision-less manner. The demand matrix is first converted

into an M � C matrix to convert the scheduling problem into a time slot assignment

(TSA) problem. Solving the time slot assignment problem implies finding a conflict-

free assignment of requests to the channels such that the total frame size is

minimized.

This scheduling problem is similar to one of the basic, well-studied problems of

scheduling theory, that of nonpreemptively scheduling M independent tasks on C

identical, parallel processors. The objective is to minimize the total time required

to complete all the tasks. This problem is known to be NP-complete [22] and

approximations to this problem such as MULTI-FIT [23] for finding near-optimal

schedules have been studied. The Multi-fit [23] algorithm to convert the demand

matrix into a M � C form. This matrix is then input to the interval-based scheduling

(IBS) algorithm [24] that generates the transmission schedule. The details of the

algorithm are presented in Rangnekar and Sivalingam [20]. The paper also considers

a single piconet scenario and multiple piconet scenario. For the latter, a dynamic
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channel allocation, that adapts the channel allocation to the participating piconets, is

presented.

Performance The performance of the scheduling algorithms has been studied in

detail in Rangnekar and Sivalingam [20]. The performance metrics measured are

throughput, average packet delay, and scheduling efficiency. Throughput is

defined as the amount of data transmitted in the piconet per unit time. Average

delay is the time between packet generation and reception. Scheduling efficiency

is a measure of wastage of channel bandwidth due to the scheduling algorithm

and is defined as the ratio of allotted slots to the total number of slots in a super-

frame. Here, we summarize the results of the single piconet system analysis.

Figure 13.3(a) presents the average packet delay of the scheduling algorithm for

varying packet generation rate. A 64-node piconet with a packet size of 2032 bytes is

considered. The packet generation rate (l) is varied from 100 to 100,000 packets/s.

The channel bandwidth is fixed at 500 Mbps and the number of channels is varied

from 1 to 8. For a 500 Mbps channel, each superframe can accommodate up to

1394 CTAs, each of size 2032 bytes. If the superframe is filled up to its limit

(65,535 ms), approximately 21,200 CTAs can be allocated per second. Hence, the

service rate (m), for the schemes with full superframe utilization, is about 2120

packets/s for each queue given that there are 10 connections in this scenario. For

stable queue operation with infinite buffer capacity l � 2120 packets/s. In our

study, we consider buffer capacity of 300 packets/node. Thus, the packet delay

values tend to be stable after the saturation load limit is reached. As the number

of channels available for data transmission is increased, different nodes within the

piconet can transmit simultaneously. This increases the service rate thus reducing

the average packet delay.

Since we assume the packet size to be 2032 bytes, a packet generation rate of

10,000 packets/s is equivalent to 160 Mbps. Since the piconet has 10 connections,

the total packet generation rate of the piconet, for l ¼ 10,000 packets/s, is

1600 Mbps.

As explained earlier, a 500 Mbps channel with full superframe utilization can

accommodate 21,200 packets/s and hence its expected throughput is 340 Mbps.

As the number of channels (C ) increases, we would expect the total throughput to

increase linearly with C, that is, as C is increased to 2, the throughput is expected

to be 680 Mbps. However, Figure 13.3(b) shows a slight reduction in the observed

throughput. This reduction is due to the decline in scheduling efficiency as C is

increased. There is a 10% reduction in efficiency, as C is increased to 2, which

accounts for the fall in observed throughput. As C is increased beyond 2, the fall

in throughput is even more pronounced and can be explained by the corresponding

drastic fall in scheduling efficiency.

Figure 13.3(c) plots the efficiency of the scheduling algorithm. For a piconet with

a single channel, the efficiency is 1 as there is no slot wastage since all transmissions

are sent on the same channel and ordered in time. Slot wastage is introduced when

the piconet has multiple channels. Consider the example of a piconet with multiple

channels, where a single node wants to transmit data to multiple nodes. Even if each
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Figure 13.3 Effect of packet generation rate on (a) average packet delay, (b) total through-

put, and (c) scheduling efficiency for a single piconet (M ¼ 64, B ¼ 500 Mbps).
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of the receivers is assigned a unique channel for data reception, the sender can trans-

mit to only one node at a time since it has only one transmitter. While the sender is

transmitting to a particular receiver, timeslots on all the other channels are wasted,

unless utilized by some other sender. This wastage is measured by the channel effi-

ciency metric. It can be logically deduced that, as the number of channels increases,

the slot wastage increases leading to lower scheduling efficiency.

13.4 NETWORK APPLICATIONS

UWB technology has been used in the past for inventory, locationing and ranging

applications. Commercial products have been available in this domain for many

years [25–27].

One example is the asset location system developed by Multispectral Solutions,

Inc. Their PAL650 UWB Precision Asset Location system consists of a set of active

UWB tags, UWB receivers and a central processing hub. One of the UWB tags is

used as the reference beacon. The tag operates at a center frequency of 6.2 GHz

with an instantaneous bandwidth of 1.25 GHz. Multilateration techniques, combined

with time different of arrival (TDOA) measurements that utilize data from at least

three receivers, are used by the hub to determine the location. The system range

has been demonstrated to be around 600 feet with accuracies better than 1 foot [28].

An example of an UWB-based radar application is Time Domain’s “Thru-Wall

Sensing,” a radar imaging system that can penetrate common building materials

including reinforced concrete, concrete block, or sheetrock. The potential appli-

cations include tactical operations, search operations, and covert operations and

urban warfare.

As mentioned earlier, UWB is now being actively considered for WPANs as part

of the IEEE 802.15.3 and MBOA standards. One of the classical instances of WPAN

applications is home area network-based entertainment applications, that is, net-

worked consumer electronics applications. In this scenario, components such as

high-definition television (HDTV), a DVD player and recorder, stereo speakers,

and receiver component will be connected in a wireless manner using UWB. The

potentially high bandwidth of UWB makes this application a reality. When com-

bined with a home area network based on ethernet or wireless LANs, it is also poss-

ible to link multiple TVs in different rooms to receive the same streaming

multimedia content. Another important WPAN application lies in connecting per-

ipheral devices to a desktop computer. These devices can be digital cameras,

digital camcorders, hard drives, printers, etc. In this peripheral connectivity appli-

cation, there is an increased interest in designing a wireless USB interface based

on UWB techniques [29, 30], with Intel Corporation being one of the leading

developers.

An interesting networking example is presented in Ameti et al. [31]. In military

aircraft, inter-crew communication is typically done using a wired network that con-

nects the various crew members helmet to a central audio system. An UWB-based

aircraft wireless intercommunications system (AWICS) for military aircraft has
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been designed and implemented by Multispectral Solutions Inc. The system takes

advantage of multipath mitigation, low probability of detection, and low probability

of interference features of UWB. The system has been demonstrated on CH-53E

Super Stallion and CH-46E Sea Knight helicopters.

UWB is also being considered for wireless sensor networks, especially for

high-data-rate applications such as those based on multimedia and video sensors.

Application of UWB to sensor networks has recently gained attention. A multihop

homogeneous UWB sensor system, denoted UWEN, is described in Oppermann

et al. [32]. UWEN comprises low-power, low-data-rate sensors that communicate

with fixed UWB nodes to transmit the sensed information. A centralized approach

is employed in this scheme wherein the results from the individual sensors are fed

to a sink. NanoMAC, an energy sense multiple access with collision avoidance, is

implemented as the MAC technique for this scheme.

Although many of the current applications concentrate on the short range capa-

bilities of UWB technology, UWB can be used for larger range applications [33].

Multispectral Solutions Inc. has already demonstrated the feasibility of high-

data-rate (6 Mbps video link) at 2 W peak power for a line of sight range of 8 km

[34] using UWB radios. A typical 802.11 device (ORiNOCO AP-2000) operates

on a power of 10 W supports a data rate of 6 Mbps for a maximum range of

250 m using IEEE 802.11a technology [35]. This indicates that UWB is capable

of providing higher data rates at lower power as compared to the 802.11 standards.

A summary of several possible UWB applications is presented in Fontana [36].

Future applications of UWB can take advantage of the precise locationing and

ranging information to design better MAC, routing and related network protocols

and for authentication protocols.

13.5 SUMMARY AND DISCUSSION

In summary, this chapter presented an overview of UWB networking and related

issues such as protocols and applications. The exciting potential of UWB is in the

process of being understood and we envision the future to hold much more signifi-

cant promise in better integration of UWB techniques in next generation wireless

products and applications.
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&CHAPTER 14

Low-Bit-Rate UWB Networks

LUCA DE NARDIS and GIAN MARIO MAGGIO

14.1 LOW DATA-RATE UWB NETWORK APPLICATIONS

UWB technology was first introduced in the context of wireless communications in

the mid 1990s, driven by the demand for high-data-rate (HDR) links for multimedia

traffic over short distances. A notable example is the IEEE 802.15.3a initiative for

WPANs. In this context, the two main technical proposals were based upon the

DS-CDMA and the MB-OFDM modulation formats, respectively.

Recently, though, there has been a growing interest in the application of the UWB

technology to low-power, low-data-rate (LDR) networks, like in sensor networks, as

witnessed by the creation of the IEEE 802.15.4a Task Group [1]. This trend has also

been marked by the return to the “origins” of the UWB technology, deriving from

radar applications, namely the use of impulse radio. UWB-IR systems make use

of ultra short duration pulses which yield ultra wide bandwidth signals characterized

by extremely low power spectral densities. These systems are particularly suited to

sensor network applications as they potentially combine reduced complexity with

low power consumption, immunity to multipath fading, multiaccess capabilities,

resilience vs interference and support for precise ranging/localization.

In the following, we describe the recent developments of the IEEE 802.15.4a

initiative for low data-rate UWB networks as well as the targeted applications.

14.1.1 802.15.4a: A Short History

In November 2002, an interest group “a” was formed to investigate a UWB alterna-

tive physical layer to the 802.15.4 WPAN standard (adopted by the Zigbee

Alliance). Then, the IEEE 802.15 Low Rate Alternative PHY Task Group (TG4a)

was officially formed in March 2004, with the mission amending the 802.15.4
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standard for an alternative PHY, called 802.15.4a. By January 2005, the group had

over 20 proposals to consider, mostly focused on IR or DS-UWB, but alternative

technologies such as near-field ranging and “chirp” spread-spectrum (CSS) radio

were also on the table. In March 2005, the baseline specification was approved.

The baseline consists of two optional PHYs: (a) UWB IR, operating in unlicensed

UWB spectrum; and (b) CSS, operating in unlicensed 2.4 GHz spectrum.

14.1.2 The 802.15.4a PHY

The Task Group TG4a has specified that the UWB portion of the PHY should be

capable of both communications and ranging, and that it should occupy a bandwidth

of at least 500 MHz. That would be centered somewhere between 3.85 GHz and

4.05 GHz. Options include two additional 500 MHz bands, an above-6 GHz band

with a guaranteed bandwidth of more than 1.5 GHz and possibly a sub-gigahertz

band (subject to regulations). The UWB-PHY shall be based upon impulse radio

(pulse-shape independent), support different receiver architectures (coherent/
noncoherent), and multiple rates, and support simultaneously operating piconets

(SOP).1

On the other hand, the chirp PHY will operate in the 2.45 GHz band but will not

be capable of ranging. CSS uses a frequency-modulated pulse. Chirp pulses are

robust and can be generated and processed without complex digital circuitry,

thereby increasing battery life and reducing costs. Because it works in the

2.45 GHz band, the CSS-PHY can supposedly interoperate with ZigBee devices.

On top of that, in contrast to the ZigBee radio’s narrowband operation, the CSS

operation should provide greater coverage and allow for lower-power operation

and for mobility (fast connections) at up to 100 mph.2

As of today, the standard is still under evolution and many technical details of the

PHY remain to be fixed. Other issues under discussion include common packets for

communications and ranging, and support for multiple rates.

In the rest of the chapter, we will focus on UWB-PHY since many of the target

applications within 802.15.4a require support for ranging and localization.

14.1.3 PHY: 802.15.4a vs 802.15.4

The 802.15.4a Alt-PHY standard aims to support a low-complexity, low-cost, low-

power-consumption WPAN communication system with precision location,

extended range, robustness, and mobility. The precision ranging capability, range,

robustness, and mobility will be improved enough to satisfy an evolutionary set

of industrial and consumer needs. The project will address the requirements to

support sensor, control, logistic, and peripheral networks in multiple compliant

co-located systems and also coexistence.

1The UWB-PHY development is sponsored by ST Microelectronics, Freescale, IBM, Mitsubishi, Philips,

Renesas, Samsung, Motorola, Staccato Communications, Aetherwire & Location and others.
2Nanotron is the major sponsor of the CSS-PHY.
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The anticipated high-level characteristics of the Alt-PHY layer, vs the 802.15.4

PHY, are summarized in the following:

. High-precision ranging/location capability (1 m accuracy and better);

. High aggregate throughput; nominal payload bit rate equal to 1 Mbps;

. Robustness and interference resistance;

. Low power consumption;

. Scalability (data rate, range, power consumption and cost);

. Reduced form factor (compatible with sensor networks or RF tags applications);

. Extended range;

. Mobility.

These additional capabilities over the existing 802.15.4 standard are expected to

enable significant new applications and market opportunities. The result will enable

a wide range of applications, from factory floor control, sensors, and tracking to

body-area networks.

14.1.4 Technical Requirements

In this section, we summarize the fundamental requirements for UWB-PHY, as

implied by the 802.15.4a applications detailed in Section 14.1.5.

The reference model used for the 802.15.4a alternate (Alt-)PHY layer is shown in

Figure 14.1. The list of the Alt-PHY technical requirements follows.

Figure 14.1 Reference partitioning.
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Topology The Alt-PHY layer shall support all types of topologies defined by

IEEE 802.15.4 standard in its MAC section. This includes the capability to relay

messages, coordinate cells or aggregated cells, or quasi-simultaneously concentrate

data issued from multiple nodes.

The network configuration has to be highly dynamic. Thus the Alt-PHY layer

must be workable without requiring complex static setup procedures and must

comply with dynamic insertion and de-insertion of nodes into a network. Typical

applications imply data collection by a unique or set of coordinated data collectors.

Thus the corresponding Alt-PHY component may have to sustain a much higher

throughput than those of the other nodes. The Alt-PHY layer must be able to main-

tain bidirectional links (half duplex).

Bit Rate The bit rate is categorized in the following way:

. Individual Link Bit Rate—this is related to a peer-to-peer link, typically

between a sensor device and an information collector or between two devices

(relaying of information, synchronization, mutual positioning etc.).

. Aggregated Bit Rate—this is typically the bit rate concentrated from many

sensor devices to a data collector during a short period of time (can be

during specific situations when many devices need to update their information

at the same time, like alarm or emergency situations). The data collector must

be capable of acquiring at least 1 Mbps of effective data.

Typical selected figures are: link bit rate, at least 1 kbps at PHY-SAP; aggregated bit

rate (data collector only), at least 1 Mbps at PHY-SAP.

Location Awareness This is a mandatory function in most applications. It can

be related to precise (tens of centimeters) localization in some cases, but is generally

limited to about 1 m. Localization awareness may result in different applications

such as precise positioning, localization aided routing, motion tracking (simple

detection of an object in a determined area, or moving outside of this area). This

functionality must be built into the node with basic functions embedded into the

Alt-PHY and capable of being serviced in a simple and automatic way by higher

layers. It is anticipated that the physical layer must be capable of providing adequate

time resolution and jitter elimination to properly exercise the localization awareness

functionality, for example, by providing services based on message transit time

measurement.

Range The maximum distance between communicating nodes is generally from

0 m to 30 m. In some cases, mainly assets tracking, the range has to be extended to

several hundreds of meters. Possibly, relay of messages could be used in such situ-

ations. In most cases the link data rate can be limited to a few kbps where the range is

very large. However, if the number of nodes is very large (up to thousands), the data

collector needs to absorb large aggregated data rate (in sustained mode, and particu-

larly in burst mode).
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Coexistence and Interference Resistance The alternate PHY may need to

operate in an interference environment by having attributes that can be adjusted

by higher layer management to deal with interference ingress (interference

coming into the alternate PHY) and interference egress (interference caused by

the alternate PHY).

The devices must be able to operate in high noise and high multipath environ-

ments (e.g., harsh factory environments). The Alt-PHY must be able to sustain an

appropriate level of co-channel and out-of-band interference. Both indoor and

outdoor applications have to be considered.

Power Consumption The device (complete communication system including

Alt-PHY and MAC) must operate while supporting a battery life of months or

years without intervention. Therefore very efficient power saving modes are desir-

able, in particular for devices that transmit sporadically. In addition, the coordi-

nation of nodes must not induce frequent wake-up of nodes. These mechanisms

must be supported by the Alt-PHY layer.

Quality of Service The critical factor is the reliability of the transmission,

meaning that strong error-correction methods need to be provided at PHY level.

Other QoS parameters have a strong impact on PHY layer: real-time communication

is required, synchronization of nodes (mainly for localization), and the capability to

provide rapid reaction in emergency situations.

Complexity Complexity should be minimal to enable mass commercial adoption

for a variety of cost-sensitive products. Complexity (gate count, die size) should be

minimized. In a number of applications, the components are to be considered as

throwaway after use.

Mobility This is a mandatory feature related to intra-cell mobility, not to roaming

or handover. Nodes should be capable of reliable communication when on the move,

at least for tracking. It is admitted that limited communication performance (e.g.,

data rate) can be tolerated in such cases. The considered applications may involve

pedestrian, industrial vehicle, and optionally higher speed vehicle mobility.

14.1.5 Applications

It is anticipated that future applications will go beyond the currently defined

802.15.4 PHY capabilities, for example high-precision location capability (smart

homes, asset tagging) and high aggregate throughput. The main 802.15.4a appli-

cation areas, along with some practical examples, are reported below.

. Industrial Inventory Control—these applications specialize in location without

much communication and are less time critical than others. Accurate knowl-

edge of the state of all the items is important. Changes of state (leaving, enter-

ing the warehouse/store) are important. Examples include autonomous
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manifesting; retail, especially high-value items; healthcare inventory tracking;

vehicle inventory for dealerships/heavy machinery dealers; and automated

meter reading.

. Home Sensing, Control and Media Delivery—these applications are consumer-

oriented and involve at least unidirectional and often bidirectional communi-

cation for support of sensing and control functions. Some of the communication

elements may have higher bandwidth requirements, in contrast to applications

seen above. Timescales in these applications are similar to logistics appli-

cations. Examples include sensing/tracking children/pets/assets; missing

item finding/tracking; automatic appliance control (lights, heat); automatic

audio sweet-spot calibration/optimization; and 3-D gaming heads-up display

based on user location.

. Logistics—these applications generally help improve the efficiency of the oper-

ations in which they are used. Finding and tracking are essential elements for

these applications, sometimes with low-rate unidirectional communication.

These applications are even less time-critical and are generally more tolerant

of missed communication (in other words, they can have redundancy built-in

with no major impact). Examples include warehouse/supply chain manage-

ment; package tracking (truck inventory, manifest, proper loading); sports

tracking (NASCAR, horse, soccer); supermarket cart tracking (matching custo-

mers/advertising); and phone call forwarding/asynchronous messaging/
moving maps.

. Industrial Process Control and Maintenance—these applications are similar to

those in industrial inventory control, with the essential difference that at least

unidirectional communication (uplink) is a required feature. In these appli-

cations, sensors and actuators are generally part of the item being located

and the information from the sensors and information to the actuators needs

to be communicated. Examples include wireless sensor networks; faulty

sensor location; large structures monitoring; aircraft/ground vehicle anti-

collision; and monitoring, sensing and control of industrial and environmental

processes.

. Safety/Health Monitoring—these applications have human life at stake, are

very time-critical and generally involve at least one-way communication of

some sort (uplink) and may involve bidirectional communication of high-

speed data. Tracking is often an important element of these applications.

Examples include emergency monitoring (earthquakes, fire); preventive medi-

cine/health monitoring/therapy; military tactical unit situational awareness

(urban/rural); tracking firefighters/emergency responders; and finding

avalanche victims.

. Personnel Security—these applications generally involve real-time location

and may involve tracking and some uplink communication. A few applications

require bidirectional, generally low-rate communication, often in combination

with location tracking. They are generally less time-critical than others, but it is

critical that the information be conveyed. These applications may have a

“radius of allowed mobility” (e.g., the prisoner tracking or child tracking
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applications). Examples include security and surveillance functions in public

areas; workstation lock/unlock authentication; automobile auto-unlocks

when owner in range; point of sale authentication/wireless ethernet authentica-

tion; and activity-based CCTV stream selection.

. Communications—these applications are those for which communication is

primary and location is secondary. An example is body-area networks

(BANs). The technology should provide data rates of 500 kbps for audio,

3–5 Mbps for video and up to 10 Mbps for server applications, but at low

power and short range for BANs. UWB should provide the data rates of

WLANs but at low power and with good coverage.

14.2 THE 802.15.4 MAC STANDARD

In Section 14.1 the key characteristics of the future IEEE 802.15.4a PHY were ana-

lyzed. The 802.15.4 standard released in 2003 [2], however, defined both PHY and

MAC layers; as a consequence it is expected that the innovative features introduced

in the 802.15.4a will impact the MAC design as well. In this section we will briefly

analyze the original 802.15.4 MAC, in order to highlight how the new 802.15.4a

requirements and applications may impact this MAC protocol.

14.2.1 Network Devices and Topologies

The 802.15.4 standard defines two classes of devices: full-function devices (FFD), in

which all network functionalities are implemented, and reduced-function devices

(RFD), that only support a reduced set of functionalities and are thus only suitable

for simple applications such as sensing or executing commands.

RFD and FFD devices organize themselves in PANs. A PAN is controlled by a

PAN coordinator, that is a device in charge of setting up and maintaining the

PAN. The role of PAN coordinator can only be taken by an FFD device, while

RFD devices can only join an existing PAN by communicating with the PAN coor-

dinator. A PAN can adopt either of the two following network topologies:

. Star Topology—in this topology, devices can only exchange information with

the PAN coordinator; since all communications involve the coordinator, this

topology is better suited for network architectures where a device is connected

to the power network, and can thus take the role of coordinator for a long time

without drowning its battery power. An example of a star topology is presented

in Figure 14.2.

. Peer-to-Peer Topology—in this topology, FFD devices can communicate

directly as long as they are within physical reach, while RFD devices, due to

their limitations, can only connect with the PAN coordinator. An example of

a star topology is presented in Figure 14.3.

The peer-to-peer topology, thanks to its higher flexibility, potentially allows for the

formation of more complex topologies, for example based on multiple clusters;
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algorithms for the creation and management of such larger network topologies are,

however, not part of the 802.15.4 standard.

14.2.2 Medium Access Strategy

The medium access within a PAN is controlled by the PAN coordinator. The coor-

dinator may choose between two different modalities: beacon-enabled and nonbea-

con-enabled. In the beacon-enabled modality, the PAN coordinator broadcasts a

periodic beacon containing information on the PAN. The period between two

Figure 14.3 Example of peer-to-peer topology (dark gray circle, PAN coordinator; light

gray circle, FFD device; white circle, RFD device).

Figure 14.2 Example of star topology (dark gray circle, PAN coordinator; light gray circle,

FFD device; white circle, RFD device).

322 LOW-BIT-RATE UWB NETWORKS



consecutive beacons defines a superframe structure divided into 16 slots. The first

slot is always occupied by the beacon, while the other slots are used for data com-

munication by means of random access, and form the so-called Contention Access

Period (CAP). The beacon contains information related to PAN identification, syn-

chronization, and superframe structure. The beacon-enabled modality is only

adopted when the PAN is organized in a star topology. In this case, only two data

transfer modes exist:

1. Transfer from a Device to the Coordinator—a device associated with the PAN

willing to transfer data to the coordinator uses a slotted CSMA-CA protocol to

access the medium; the slot to be used is selected on the basis of the infor-

mation sent by the coordinator in the beacon. The coordinator may confirm

the successful data reception with an optional acknowledgment message

within the same slot.

2. Transfer from the Coordinator to a Device—when the coordinator has data

pending for a device, it announces it in the beacon. The interested device

selects a free slot and sends a data request to the coordinator, indicating

that it is ready to receive the data. Slotted CSMA-CA is adopted to send the

request. When the coordinator receives the data request message, it selects

a free slot and sends data again using CSMA-CA.

In order to support low-latency applications, the PAN coordinator can reserve one or

more slots that are assigned to devices running such applications without need for

contention with other devices. Such slots are referred to as guaranteed time slots

(GTS), and they form the contention-free period (CFP) of the superframe. An

example of superframe with both CAP and CFP is shown in Figure 14.4.

In the nonbeacon-enabled modality there is no explicit synchronization provided

by the PAN coordinator. This modality is particularly suited for PANs adopting the

peer-to-peer topology, but can be adopted in a star network as well.

It should be noted that the peer-to-peer topology allows for a third transfer mode:

the peer-to-peer data transfer, in which devices exchange data without involving the

PAN coordinator, thus allowing more complex topologies and larger networks.

Since there is no superframe defined in the nonbeacon-enabled modality, no GTS

can be reserved, and only random access is used. Furthermore, since no slot

Figure 14.4 Example of superframe in beacon-enabled modality.
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synchronization is available, unslotted CSMA-CA is adopted for medium sharing in

all transfer modes.

14.2.3 From 802.15.4 to 802.15.4a

The new 802.15.4a standard will endorse a different transmission technology and

new requirements in terms of ranging and positioning. As a consequence, the

MAC will need to be re-designed in order to satisfy the new requirements by effi-

ciently using the features of the alternative PHY. The new MAC will likely share

several features with the existing 802.15.4 MAC, such as:

. Network Topology—the star and peer-to-peer topologies already defined in the

802.15.4 MAC provide enough flexibility to address efficiently all potential

scenarios, spanning from a single link to complex mesh networking scenarios;

. Mixed Random and Scheduled Access—the new standard will support all appli-

cations already foreseen for 802.15.4, and will thus need the capability of dealing

with both standard and more demanding, low-latency applications.

The new MAC layer will, however, need innovative solutions under two key

aspects:

1. Random Access Strategy—the CSMA-CA approach adopted in the 802.15.4

MAC may pose serious implementation problems with the UWB radio tech-

nology; as a consequence, the 802.15.4a MAC will need a different approach

in providing random access to the medium;

2. Ranging Support—802.15.4 does not provide any support for ranging at the

MAC layer; the 802.15.4a MAC will thus require dedicated functionalities

for retrieving, storing, and exchanging ranging information in order to

support the new position-based applications that are the main target of

802.15.4a.

Moving from this premise, advanced MAC design issues for LDR UWB net-

works will be addressed in Section 14.3, and a MAC protocol that can meet the

requirements posed by the new 802.15.4a standard will be described.

14.3 ADVANCED MAC DESIGN FOR LOW-BIT-RATE
UWB NETWORKS

UWB technology is characterized by unique features, such as high processing gain,

good robustness to multiuser interference and high synchronization latencies.

The analysis of the impact of such characteristics on traditional MAC functions is

thus the first step in the design of an MAC strategy specific for low data rate

UWB networks. Such as analysis is carried out in [3], where available solutions
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for MAC functions are analyzed with respect to the requirements of UWB networks.

The areas in which design can benefit from existing solutions and those which, conver-

sely, require dedicated solutions for UWB, are identified. In particular, it is shown that

issues related to admission control, packet scheduling, and power control can be

addressed by adopting similar approaches to those proposed for existing wireless net-

works. On the other hand, medium sharing and MAC organization require specific

design in order to take into account the peculiar characteristics of UWB.

In [3] it is also noted that the main innovation offered by UWB is the capability of

achieving high-accuracy ranging. It should be observed, however, that this charac-

teristic is typical of spread spectrum signals. Time of arrival estimations, for

example, can be obtained in DS-CDMA systems by evaluating time shifts

between the spreading code in the receiver and the same code in the received

signal. The ranging precision thus depends upon the capability of determining this

time shift, and is directly related to the adopted chip rate, that is, the spread

signal bandwidth. A GPS system, for example, relies on this technique, and guaran-

tees an accuracy on TOA estimation of 100 ns, corresponding to an accuracy on the

order of meters in distance estimation [4].

In the case of UWB, errors in the order of centimeters can be guaranteed, much

better than the precision achievable by DS-CDMA systems, thanks to a time accu-

racy of less than 100 ps. This precision is useful in the short-range scenarios (tens of

meters) expected for UWB networks, where positioning is effective only if high

accuracy can be achieved.

Ranging information can be exploited in several ways in resource management.

Examples are: (a) definition of distance-related metrics for both MAC and higher

layers, enabling the development of power-aware protocols, for example, [5];

(b) evaluation of initial transmission power levels, required in distributed power

control protocols [6]; and (c) introduction of distributed positioning protocols in

order to build a relative network map starting from ranging measurements. This

map can enable location-based enhancements in several MAC and network func-

tions, such as position-based routing, and position-aware distributed code assign-

ment protocols in multiple channel MAC, in order to minimize MUI. The

accurate ranging capability is thus the key feature of UWB enabling novel MAC

functions.

The results of the above analysis formed the basis for the definition of a MAC pro-

tocol suitable for UWB systems, which is specifically designed for the special case

of low data rate UWB networks: the uncoordinated, wireless, baseborn medium

access for UWB communication networks, “(UWB)2”, originally proposed in [7].

In the following subsections a description of (UWB)2 is provided, and the

performance of the protocol in a typical low-data-rate scenario is evaluated.

14.3.1 (UWB)2: Uncoordinated, Wireless, Baseborn Medium
Access for UWB Communication Networks

(UWB)2 takes advantage of data transmission of the multiple access capabilities war-

ranted by the TH codes, and relies for access to the common channel on the high

14.3 ADVANCED MAC DESIGN FOR LOW-BIT-RATE UWB NETWORKS 325



MUI robustness provided by the processing gain of UWB. The proposed protocol

also takes into account synchronization requirements.

(UWB)2 is a multichannel MAC protocol. Multichannel access protocols have

been widely investigated in the past, since the adoption of multiple channels may

significantly increase the achievable throughput [8]. In multichannel protocols the

overall available resource is partitioned into a finite number of elements. Each

element of the resource partition corresponds to a channel. According to the defi-

nition of resource, a channel can therefore correspond to:

1. A time slot, as in TDMA;

2. A frequency band, as in FDMA;

3. A code, as in CDMA.

The design of an UWB MAC may adopt any of the above solutions. As described

in Section 14.2, the IEEE 802.15.4 standard for example proposes a mixed TDMA/
CSMA-CA MAC for low-data-rate networks [2]. TH-IR UWB, however, provides a

straightforward partition of the resource in channels, each channel being associated

with a TH code. The design of a multichannel CDMA MAC protocol forms, there-

fore, the natural basis for the design of a MAC in TH-IR UWB. Multichannel

CDMA MAC algorithms, commonly referred to as multicode, have been intensively

investigated for DS-CDMA networks. Among all we cite random CDMA access [9],

and, more recently, multicode spread slotted aloha [10]. Note, however, that

although in recent years most of the research efforts were focused on DS-CDMA,

frequency hopping (FH) CDMA and TH-CDMA also provide viable solutions.

The performance of multicode MAC protocols is limited by two factors:

1. MUI, caused by the contemporary transmission of different packets from

different users on different codes;

2. Collisions on the code, caused by the selection of the same code by two

different transmitters within radio coverage.

Robustness of the system to MUI is determined by the cross correlation proper-

ties of the codes; the lower the cross correlation between different codes, the higher

the number of possible simultaneous transmissions. The effect of code collisions can

be mitigated by adopting appropriate code selection protocols. The task of assigning

codes to different transmitters in the same coverage area is a challenging issue in

the design of distributed networks. Within this framework, Sousa and Silvester

[8] provided a thorough overview of possible code assignment solutions:

1. Common Code—all terminals share the same code, relying on phase shifts

between different links for avoiding code collisions.

2. Receiver Code—each terminal has a unique code for receiving, and the trans-

mitter tunes on the code of the intended receiver for transmitting a packet.
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3. Transmitter Code—each terminal has an unique code for transmitting, and the

receiver tunes on the code of the transmitter for receiving a packet.

4. Hybrid—a combination of the above schemes.

The common code scheme is a sort of limit case for a multicode protocol, since

no real multicode capability is exploited. If phase shifts are too small, this solution

collapses into the single Aloha channel. Note however that, in the case of very low

data rate UWB networks, even the common code can be an appealing solution, since

the processing gain guaranteed by the low duty cycle of UWB can provide by itself

enough protection from MUI to avoid the additional complexity of multicode

management.

The receiver code scheme has the main advantage of reducing receiver complex-

ity, since a terminal must only listen to its receiving code. On the other hand, mul-

tiple transmissions involving the same receiver may result in collisions, since the

same code is adopted by all transmitters.

Conversely, the transmitter code scheme avoids collisions at the receiver, since each

transmitter uses its own code and thus two transmissions directed to the same receiver

use different codes. On the other hand, the adoption of a transmitter solution requires in

principle a receiver capable of listening to all possible codes in the network.

Hybrid schemes allow a trade-off between the above conditions. A hybrid scheme

may foresee the use for signaling of either the receiver or common code schemes,

over which the receiver can read the information about the code which will be

used for data. A transmitter code scheme may then be used for data. When the set

of codes is limited, however, the transmitter code scheme may be subject to col-

lisions due to reassignment of the same code. In this case, a code assignment proto-

col is required for optimizing the use of the limited set of available codes. An

example of such a protocol is presented in [11]. The solution proposed in [11] is

a distributed assignment protocol for CDMA multihop networks: it guarantees

that, if code C is used by terminal T, code C is never selected within a two-hops

range from T, thus avoiding the occurrence of collisions.

The (UWB)2 protocol applies the multicode concept to the specific case of a

TH-IR UWB system. (UWB)2 adopts a hybrid scheme based on the combination

of a common control channel, provided by a common TH code, with dedicated

data channels associated with transmitter TH codes. The adoption of a hybrid

scheme can be motivated as follows:

1. It simplifies the receiver structure, since data transmissions (and correspond-

ing TH codes) are first communicated on the control channel.

2. It provides a common channel for broadcasting; this is a key property for the

operation of higher layers protocols. Broadcast messages are, for example,

required for routing and distributed positioning protocols.

Note that the use of a common code at the beginning of each transmission also allows

an easy transition to the adoption of a common code solution, whenever the bit rate
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and the offered traffic are low enough to allow the generated MUI noise to be managed

in each receiver with the UWB processing gain alone. On the other hand, when high

levels of MUI are expected, a correct choice of TH codes can be fundamental in

meeting the application requirements. In the following we will assume that PN

time hopping codes are used, but design of TH codes by itself is an open research

area, and several TH-code generation algorithms have been proposed [12–16]. As

regards code assignment, a unique association between MAC ID and transmitter

code can be obtained by adopting, for example, the algorithm described in [17]

which avoids implementing a distributed code assignment protocol.

(UWB)2 is specifically designed for low data rate networks; as a consequence, it

does not assume that synchronization between transmitter and receiver is available

at the beginning of packet transmission, because clock drifts in each terminal may

lead to complete loss of alignment between two devices in the average time

between two DATA packets. As a consequence, a synchronization trailer long

enough to guarantee the requested synchronization probability is added to the

packet. The length of the trailer depends on current network conditions, and it is sup-

posed to be provided to the MAC by the synchronization logic. Robust synchroniza-

tion is indeed a critical issue in the deployment of TH-IR UWB networks, especially

for the common code which is shared by all terminals.

(UWB)2 also exploits the ranging capability offered by UWB. Distance infor-

mation between transmitter and receiver is in fact collected during control packets

exchange. Such information can enable optimizations of several MAC features,

and allow the introduction of new functions, such as distributed positioning. Pro-

cedures adopted in (UWB)2 for transmitting and receiving packets are described

below. The procedures have two main objectives:

1. To exchange information such as the adopted synchronization trailer, that is,

hopping sequence and length;

2. To perform ranging; since no common time reference is available, a two-way

handshake is required to collect distance information by estimating the round-

trip-time of signals in the air.

In the following it is assumed that, at each terminal T, MAC protocol data units

(MACPDUs) resulting from the segmentation/concatenation of MAC service data

units (MACSDUs) are stored in a transmit queue. The segmentation/concatenation

block is also in charge of determining the amount of error protection to be added to

each PDU by means of a PDU trailer.

It is also assumed that T is able to determine how many MACPDUs in the queue

are directed to a given receiver R.

14.3.2 Transmission Procedure

Figure 14.5 contains the flow chart of the transmission procedure.
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Figure 14.5 Transmission procedure in (UWB)2.
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Terminal T periodically checks the status of the transmit queue. Detection of one

or more MACPDUs triggers the transmission procedure, which can be described as

follows:

1. The ID of the intended receiver R is extracted from the first PDU in the queue.

2. T determines the number NPDU of MACPDUs in the queue directed to R.

3. T checks if other MACPDUs were sent to R in the last TACTIVE s. If this is

the case, T considers R as an active receiver, and moves to step 5 of the

procedure.

4. If R is not an active receiver, T generates a link establish (LE) PDU. The LE

PDU, shown in Figure 14.6, is composed by the following fields:

. SyncTrailer—used for synchronization purposes;

. TxNodeID—the MAC ID of transmitter T;

. RxNodeID—the MAC ID of receiver R;

. THFlag—this flag is set to true if the standard TH code associated with TxNo-

deID will be adopted for transmission of DATA PDUs; the flag is set to false

if a different TH code is going to be adopted;

. TH code (optional)—if the THFlag is set to false, the information on the

TH-code to be adopted is provided in this field;

. FEC/CRC—bits for error correction/revelation.

5. Terminal T sends the LE PDU and waits for a link confirm (LC) response PDU

from R.

6. If the LC PDU is not received within a time TLC, the LE PDU is

re-transmitted for a maximum of NLC times, before the transmission of the

MACPDU is assumed to have failed.

7. After receiving the LC PDU, T switches to the TH code declared in the LE

PDU and transmits the DATA PDU. The DATA PDU, shown in

Figure 14.7, is composed of the following fields:

. SyncTrailer—used for synchronization purposes;

. Header, including the fields TxNodeID, RxNodeID, PDUNumber and

NPDU;

. ACK-flag—used to inform the receiver R if an ACK PDU should be sent in

order to inform the transmitter T on the result of the transmission;

. Payload—containing data information;

. FEC/CRC—bits for error correction/revelation.

Figure 14.6 Structure of the link establish PDU in (UWB)2.
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8. Once the transmission is completed, T checks again the status of the data

queue, and repeats the procedure until all MACPDUs in the transmit queue

are served.

When the ACK-flag field is set to 1 in the DATA PDU, the transmitter expects an

ACK PDU to be sent by the receiver, in order to schedule a retransmission of a

packet if its reception was corrupted by noise or interference, following a predefined

backoff scheme. The effect of the selected backoff scheme on performance will

be analyzed in Section 14.3.4, where an evaluation of (UWB)2 performance will

be presented. As regards the transmission of the ACK PDU, two solutions are poss-

ible: either the receiver R transmits such PDU on the common TH code, or it trans-

mits the ACK PDU on a receiver-specific TH code, at the price of an additional

overhead required for communicating such code to the transmitter T in the case

such a code cannot be derived from the MAC ID of R.

Note furthermore that when the MACSDU is constituted by a broadcast packet

(e.g., a routing control packet), the MAC will adopt a simplified transmission pro-

cedure, where the DATA PDU that encapsulates the MACSDU is directly transmitted

on the common TH code, without performing the LE/LC exchange. The broadcast

nature of such PDU would in fact make impossible the reception of a LC PDU by

all interested terminals. Furthermore, for this kind of PDUs the ACK-flag will be auto-

matically set to 0 in order to avoid the transmission of several ACK PDUs by each

neighbor of T receiving the broadcast PDU. A broadcast ID known to all terminals

is set as receiver ID in these PDUs in order to inform neighbors of the broadcast

nature of the transmission.

Such simplified procedure guarantees of course a lower protection of broadcast

PDUs from interference; on the other hand, it makes it possible for the upper

layers to have a straightforward mean to communicate broadcast information. Fur-

thermore, the potential loss of a control broadcast packet is usually much less critical

than the loss of a DATA packet since updated control information is usually retrans-

mitted either on a periodic basis or within a short time.

14.3.3 Reception Procedure

Figure 14.8 contains the flow chart of the reception procedure. A terminal R in idle

state listens to the common TH code, indicated as TH-0. When a SyncTrailer is

detected, R performs the following procedure:

1. R checks the RxNodeID field. If the value in the field is neither the MAC ID of

R nor the broadcast ID, the reception is aborted and the reception procedure

ends.

Figure 14.7 Structure of the DATA PDU in (UWB)2.
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2. Since in the following we are not considering broadcast packets, let us

assume that the RxNodeID contains the MAC ID of R. In this case, since R

is assumed to be idle, MACPDUs directed to this terminal will necessarily

be LE PDUs.

3. Following the reception of a LE packet, R creates an LC PDU, shown in

Figure 14.9. The LC PDU is structured as follows:

. SyncTrailer—used for synchronization purposes;

. TxNodeID—the MAC ID of T;

. RxNodeID—the MAC ID of R;

. FEC/CRC—bits for error correction/revelation.

Figure 14.8 Reception procedure in (UWB)2.
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4. R sends the LC PDU and moves into the active state, listening on the TH code

indicated in the LE PDU. If no DATA PDU is received within a time TDATA,

the receiver falls back to the idle state and the procedure ends.

5. When a DATA PDU is received, R processes the payload, and extracts NPDU

from the header. If the ACK-flag is set to 1, R generates and sends an ACK

PDU with the structure presented in Figure 14.10 reporting the status of the

transmission. Next, if NPDU . 0, R remains in the active state, since at least

NPDU more DATA PDUs are expected to be received from T. If NPDU ¼ 0,

R goes back to the idle state.

It should be noted that the above procedures are related to the setup of a single

link. During the reception procedure for example R also keeps on listening to the

common code. It is assumed in fact that a terminal can act as a receiver on one or

more links while acting as a transmitter on another link.

Finally, note that the exchange of LE/LC PDUs can also be triggered on a per-

iodic basis for the purpose of updating distance information. This is likely to be the

case, for example, if a distributed positioning protocol is adopted which relies on up-

to-date distance estimations to build a network map.

14.3.4 Simulation Results

The performance of the (UWB)2 was analyzed by means of simulations in order to

evaluate its behavior in terms of throughput and delay. The simulation scenario con-

sisted of N terminals, randomly located in an area of 80 � 80 m2 size. Each terminal

was characterized by a radio transmission range of 120 m in order to guarantee

almost full connectivity between terminals. Each terminal generated MACPDUs to

other terminals in the network following a Poisson process characterized by an

average interarrival time TPDU. The size of each MACPDU, with the format reported

in Figure 14.7, was set to L ¼ 2000 bits. As regards UWB physical layer parameters,

Figure 14.10 Structure of the ACK PDU in (UWB)2.

Figure 14.9 Structure of the link confirm PDU in (UWB)2.
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the pulse rate was set to 1=Ts ¼ 106 pulses/s, Ns ¼ 1, and TM ¼ 1 ns. In the simu-

lations we assumed all terminals to adopt the same synchronization sequence of

length Lsync ¼ 100 pulses. Performance of the (UWB)2 protocol was evaluated for a

number of terminals N varying between 25 and 50, and for TPDU values in the interval

[1.25, 0.039063] s, corresponding to data rates between 1600 and 51,200 bps,

respectively.

No correction capability was considered during the simulations; it was thus

assumed that all bits in a packet must be correct, for a packet to be correct. As a con-

sequence, the packet error probability was evaluated as follows:

PEP ¼ 1�
YL�1

i¼0

½1� ProbBitError(i)� (14:1)

where ProbBitError(i) is the error probability for the ith bit in the packet. Such a prob-

ability was evaluated adopting the pulse collision approach, originally proposed in

[7] and further refined in [18]. In this approach, the probability of bit error is eval-

uated by determining the probability of collisions between pulses, and the effect of

such collisions on receiver performance. Simulation results show that the pulse col-

lision approach provides a far more accurate estimation of system performance then

the one provided by the standard Gaussian approximation, especially for low-data-

rate systems [18].

As already stated, two performance indicators were considered: throughput,

defined as the ratio between received MACPDUs and transmitted MACPDUs;

and delay. Both were evaluated in the presence of retransmissions, that is, with

the ACK-flag set to 1 in all DATA PDUs.

Note that all results presented in the following take into account the control traffic

consisting in the LE/LC PDUs exchanged to setup DATA PDU transfers and

perform ranging.

As anticipated in Section 14.3.2, retransmissions are scheduled by a transmitter

following a backoff algorithm. In evaluating the performance of the (UWB)2 proto-

col, two different backoff algorithms were considered:

. Immediate Retransmit—in this algorithm retransmissions are performed as

soon as the information of the transmission error is sent back by means of

the ACK packet.

. Binary Exponential Backoff (BEB)—in this algorithm retransmissions are per-

formed after a random delay. The average delay before attempting a retransmis-

sion for the rth time is equal to Nr times the transmission time of a DATA PDU;

the value of Nr is randomly extracted in the interval [20, 2min (r,rmax)]. In our

simulations, we chose rmax ¼ 10.

The introduction of a random element in the retransmission policy avoids the

problem of systematic collisions that would occur when two devices collided and

keep on re-scheduling the transmission of colliding packets at the same time.
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It should be noted, however, that in the traffic scenarios considered for low-data-rate

UWB networks, the event of collision is expected to be quite rare; furthermore, a

collision between two PDUs, P1 and P2, will be destructive, that is, it will lead

for example, to corruption of PDU P1, only when the power of the colliding PDU

P2 is sufficiently high to overcome the MUI resiliance at the intended receiver of

P1 guaranteed by the high processing gain of the UWB signal. As a consequence,

in most cases PDU P2 will be received correctly, since it is characterized by a

higher power level, and will not hinder the correct reception of P1 retransmission,

even if it is retransmitted immediately after the reception of a negative ACK.

This motivated the idea of comparing the standard BEB algorithm with the immedi-

ate retransmission of corrupted PDUs. The measured values for throughput and

delay are presented in Figures 14.11 and 14.12, respectively.

Figure 14.11 shows that measured throughput was higher than 0.985 in all simu-

lation cases. Furthermore, the two backoff schemes considered led to comparable

values in all simulations, highlighting the fact that most PDU collisions are not

destructive thanks to the MUI resiliance guaranteed by UWB.

This conclusion is confirmed by Figure 14.12, showing that the average delay is

only slightly increased as the number of offered packets increase, and is in all cases

close to the minimum value given by the transmission time of a MACPDU at the bit

rate of 1 Mbps. Furthermore, the adoption of the binary exponential backoff scheme

led to higher delays, since in the rare cases where a destructive collision occurs,

transmitters are forced to wait on average a longer time before attempting a

retransmission.

Figure 14.11 Throughput as a function of the offered traffic expressed in packets/s (open

squares, binary exponential backoff scheme; solid circles, immediate retransmit scheme).
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Noticeably, the simulation results are in good agreement with theoretical results

obtained in [9] and [19] for spread spectrum Aloha networks based on direct

sequence. The values of throughput and delay predicted by theory for a processing

gain of 30 dB and reported in [9] are in fact close to the results obtained in our simu-

lation where the duty cycle of the signal was set to TM=Ts ¼ 10�3, corresponding to

approximately 30 dB of processing gain.

The (UWB)2 protocol was originally conceived as a pure Aloha protocol, capable

of operating without the need for a slotted time axis. In low-bit-rate application scen-

arios foreseeing a central controller, however, a slotted time axis could be added

with low overhead, thus enabling the protocol to work in a slotted Aloha fashion.

In order to highlight the impact of a slotted axis on the performance of (UWB)2, a

second set of simulations was performed. In these simulations the UWB channel

model proposed in [20] for indoor environments was adopted, and the size of the

simulated area was reduced to 40 � 40 m2, in order to better model a typical

indoor scenario.

The results of simulations comparing the performance of the proposed MAC as a

function of the number of terminals are presented in Figures 14.13 and 14.14,

showing throughput and delay respectively. The results were obtained considering

a transmission range RTX ¼ 70 m and a user bit rate R ¼ 10 kbps.

Figure 14.12 Delay as a function of the offered traffic expressed in packets/s. The dashed

line shows the delay due to transmission time of a MACPDU at a bit rate of 1 Mbps (open

squares, binary exponential backoff scheme; solid circles, immediate retransmit scheme).
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Figure 14.13 Throughput as a function of number of terminals for a full connectivity

scenario (RTX ¼ 70 m) with user bit rate R ¼ 10 kbps (circle, slotted Aloha; square, pure

Aloha).

Figure 14.14 Delay as a function of number of terminals for a full connectivity scenario

(RTX ¼ 70 m) with user bit rate R ¼ 10 kbps (circle, slotted Aloha; square, pure Aloha).
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Figure 14.13 shows that both slotted Aloha and pure Aloha lead to very high

throughput in these conditions. Although slotted Aloha leads to a slightly higher

value of throughput, the difference is quite small, of the order of 0.05%. As one

would expect, however, the gap between the two strategies increases as the

number of terminals (and as a consequence the offered traffic) increases.

Figure 14.14, on the other hand, shows an interesting result. In the considered low

traffic scenarios, where the advantage of slotted Aloha over pure Aloha is not signifi-

cant in terms of throughput, the slotted Aloha approach leads to a higher delay. This

is due to the fact that in pure Aloha a packet is sent immediately, as soon as it is

inserted in the queue, and thus in absence of high packet error rates, the delay is

limited to the packet transmission time over the channel. Conversely, in the case

of slotted Aloha the packet remains in average a time TSLOT=2 in the queue,

where TSLOT is the duration of the slot, waiting for the beginning of the first slot

after the insertion in the queue (the first useful for transmitting the packet). This

accounts for the difference of about 1 ms in the average delay between the two strat-

egies, remembering that we chose packets of 2000 bits, with a transmission time

over the channel TTRANSMIT ’ TSLOT ’ 2 ms.

In conclusion, simulation results show that, in all considered scenarios, the

processing gain guaranteed by UWB is high enough to manage the traffic without

appreciable effects of MUI. This confirms that, thanks to the MUI robustness guar-

anteed by impulse radio, the (UWB)2 MAC protocol is a suitable solution for low

data rate UWB networks.
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&CHAPTER 15

An Overview of Routing Protocols for
Mobile Ad Hoc Networks

DAVID A. SUMY, BRANIMIR VOJCIC and JINGHAO XU

15.1 INTRODUCTION

The development of wireless, multihop, mobile ad hoc networks, here simply

referred to as MANETs, continues to be a topic of increasing interest to the wireless

community. MANETs can be considered an emerging fourth-generation (4G)

wireless system that supports anytime, anywhere and from any device communi-

cation. Currently, the MANET applications that have drawn considerable attention

relate to military, emergency services and sensor networks; however, more main-

stream applications relating to business, education, entertainment, and commercial

settings are quite viable [1]. Indeed, the commercial viability and diverse appli-

cations for a MANET bolster the exponential growth of interest in this area. In

2005, the proliferation of individuals carrying mobile phones, palm tops, PDAs,

laptops, handheld PCs and other wireless communication devices, for work or per-

sonal use, has grown considerably. As the multifunctionality of wireless devices

increases, the commercial demand for ubiquitous communication services is sure

to progress. In this regard, peer-to-peer (P2P) applications for MANETs are accumu-

lating attention and discussion in the literature. Recent industry achievements have

also sparked interest in UWB wireless technology as a common platform for

MANETs. In view of the base-band nature of signal transmission in UWB, radio

devices with a high data rate, low complexity, and low power emission become

ideal components for the UWB/MANET paradigm.

While the developmental aspects of a MANET is expansive, of particular interest

to network traffic engineers and protocol designers is the development of routing in

MANETs. As a result, a great number of proposals for routing protocols have been

presented in the literature, any of them being applicable to a UWB system. However,

when considering the intrinsic advantages and constraints of UWB technology,

routing protocols in ad hoc networks adopting UWB would have some notable
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differences in their design and implementation from routing protocols used for ad

hoc networks not adopting UWB. Generally speaking, two special criteria should

be taken into account in routing protocols for UWB networks: (1) the exploitation

of accurate positioning information potentially provided by UWB; and (2) consider-

ation of power/energy efficiency. To further clarify the last criterion, while other

routing protocols for MANETs may consider power and energy efficiency,

especially in the case of sensor networks, ad hoc networks adopting UWB must

adhere to specific power spectral density restrictions.

Due to the very narrow time domain radio pulses characteristic in a UWB system,

UWB radios can provide much finer timing precision than other radio systems. Con-

sequently, this implies that UWB wireless technology is capable of recovering pos-

itional information with high precision, which can be utilized in routing protocols to

reduce the protocol overhead due to its directivity. Therefore, geographical infor-

mation aided routing protocols, such as LAR (location aided routing) and

DREAM (distance routing effect algorithm for mobility), discussed below, may

be more suitable for MANETs employing UWB technology. Nevertheless, while

the positioning capability of UWB is clearly a beneficial feature for the execution

of routing in MANETs, it is not essential.

Since UWB signals spread over very wide bandwidths and overlap with narrow-

band radio systems, regulatory groups, such as the FCC in the United States, speci-

fied spectral masks on UWB power density to avoid interference with these other

co-existing systems. Since UWB devices are often portable and allow user mobility,

they operate on limited battery power. Therefore, power and energy efficiency

become critical issues for UWB in light of the FCC constraints and limited

battery capacity. Of course, these factors directly relate to the design of routing pro-

tocols. The power or energy aware routing protocols described in this chapter, for

example, PARO (power-aware routing optimization) and MTRP (minimum total

transmission power routing), can be efficiently applied to ad hoc networks with UWB.

This chapter provides a thorough survey of the many routing protocols currently

developed, both new and old. Since some protocols have progressed through a

number of versions, we have elected to discuss only the most recent version of a pro-

tocol, which includes details relating to enhancements to previous versions. We con-

sider this to be beneficial to the reader since recent developmental facets and

strategies for routing in MANETs will be illuminated. This chapter will follow

the following format. First, we introduce the reader to ad hoc networks. Second,

we provide the reader with the fundamentals relating to categorizing routing proto-

cols, followed by the presentation of routing protocols that can be applied to

MANETs adopting UWB. For each protocol presented, a rather detailed description

of its basic routing functions is described. In addition to a fundamental discussion of

each protocol, this paper will provide, for select protocols, performance evaluations,

as well as subsequent modifications and extensions. We have also included

examples and illustrations in order to enhance the reader’s understanding and to

facilitate protocol comparisons. The reader can also refer to the tables found in

the Appendix, which provide more parameter details (e.g., complexities) for each

protocol so that a more meticulous protocol comparison summary can be made.
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Lastly, this chapter will conclude with the authors’ observations relating to the

development of routing protocols and suggestions for future research.

15.2 AD HOC NETWORKS

The Merriam–Webster defines ad hoc to mean: “concerned with a particular end or

purpose” or “fashioned from whatever is immediately available” [2]. This definition

is apropos, for ad hoc networks are formed with a purpose in mind and have no infra-

structure, thus permitting unplanned, spontaneous connectivity to be implemented.

However, arguably, singular purposes may not exist if one compares individual

nodes of an ad hoc network belonging to a single authority (e.g., an emergency

rescue team), with the individual nodes belonging to a commercial mainstream

scenario, where individuals may differ in cooperation and intention [3]. While a

lengthy discussion of such concerns is beyond the scope of this paper, this issue

is often overlooked due to our optimistic assumptions regarding users. Nevertheless,

it is highly germane to routing where unrelated users will be required to utilize

scarce resources to forward packets to more distant nodes. In [3], the authors

present an insightful discussion relating to incentives for MANETs.

The beginnings of ad-hoc networking can be traced back to 1968 [4, 5], where the

ALOHA random access scheme, developed at the University of Hawaii for packet

radio networks, provided a foundation for distributed channel-access schemes.

Further development ensued and in 1973 the Defense Advanced Research Projects

Agency (DARPA) developed one of the first ad hoc wireless networks, called the

PRNET, a ground mobile packet radio network. It was a multihop network that

allowed up to 138 nodes and used IP packets for data transport. In 1990, the com-

mittee for IEEE 802 standards formed a working group for wireless LAN

(WLAN) standards. The development of the standard was completed in 7 years,

and in June 1997, the first specification of the IEEE 802.11 standard for WLANs

was ratified and the term ad hoc network came to being [6].

A MANET is formed by a confluence of self-organizing mobile devices, with

wireless capabilities, that dynamically self-configure themselves to permit multi-

hop communication. Figure 15.1 shows an illustrative example of a multihop

ad hoc network (MANET). Such an autonomous network averts the need for a

central infrastructure or network administrator. Rather, a MANET is self-maintained

by the nodes themselves. The topology of a MANET is susceptible to frequent

unpredictable changes primarily attributable to node mobility. However other

types of node behavior contribute to a mutating network topology. In a MANET,

mobile devices, at any time, may enter and exit the network voluntarily (e.g., by

turning a device on/off or sleep mode operation) or exit involuntarily (e.g., resource

depletion, such as battery capacity). The surrounding environment can also play a

significant role, whether indoors or outdoors, in that mobile nodes may naturally

accumulate or disperse within a particular region or be subjected to restrictions in

node mobility and node dispersion [7]. Notwithstanding, the extent of topological

changes as a result of node mobility (unpredictable or otherwise), includes but is
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not limited to the type of MANET (e.g., tactical vs commercial), its constituents

(e.g., user vs robot, manner of locomotion) and the surrounding environment.

Accordingly, the actually existence and impact of topological volatility, in time

and space, can only be gaged on a case-by-case basis.

Mobile devices in a MANET serve as both a router and a host. Each mobile

device is expected to assist in the routing of packets to other mobile devices

within its radio coverage, as well as perform end terminal functionality. However,

while device homogeneity may exist in certain types of MANETs, device heterogen-

eity may exist in other types of MANETs. While it is true that any node will have to

meet minimum system performance criteria to attain viable membership in a

MANET, mobile node classifications, such as weak or strong, based on disparities

in resource capabilities, may be yet another characteristic of a MANET. Similarly,

links between nodes may fluctuate among various states such as bidirectional, uni-

directional, or broken, as well as inheriting all the traditional problems associated

with wireless, mobile communications.

Providing multihop connectivity and seamless internetworking based on unpredict-

able route lifetimes clearly presents a difficult task. Arbitrary movement, scarce com-

munication resources, multipath fading, interference, and fluctuations in network

population are only some of the numerous considerations in the development of a

routing protocol. Due to the ever-changing parameters and nuances of a MANET,

available links and paths to a desired hop or destination change over time. Reducing

control overhead, optimizing route discovery, route maintenance, recovery from link

failures, scalability, adaptive strategies, power efficiency, and mobility are common

topics discussed in proposals regarding routing protocols. Despite differences in

approach to resolve these various obstacles, network developers and protocol designers

continue to present insightful analysis, which provides a platform for open discourse

and critique.

Figure 15.1 Example of a simple MANET.
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15.3 ROUTING IN MANETS

A majority of the literature broadly categorizes routing protocols as being either

proactive, reactive or hybrid. In fact, one could say that it has nearly become a con-

vention. However, these classifications are somewhat arbitrary in nature, since other

classifications, such as topology-based or position-based, are just as valid. Our

survey presents the various routing protocols under the following categories: proac-

tive, reactive, power-aware, hybrid, and other. Admittedly, even these categories are

not exhaustive. Nonetheless, these categories do provide a more expansive treatment

of the various routing protocols for MANETs. Power-aware routing (PAR) is being

included as a separate category since a power-aware scheme can be applied, as an

extension for example, to other protocols within each of the other categories (i.e.,

proactive, reactive, hybrid, and other). We include the “other” category separately

from hybrid in order to encompass protocols that fail to directly fall into a combi-

natorial archetype, such as those in the hybrid category.

While each of the above categories will be explained in greater detail later, a brief

side-note at this juncture is helpful. The proactive and reactive categories stem from

the criteria of when the route is computed. Of course, as hinted above, other criteria

for classifying routing protocols can be made. Certainly, since the prevailing view of

categorizing a routing protocol is based on some arbitrary single criteria (e.g., when

the route is computed, power conservation), typically protocols of different

categories share a number of common attributes. As previously mentioned, the

Appendix presents parameter comparisons among the different routing protocols

within each category, except the “other” category; however, some commonalities

can be elicited by comparing protocols among the different categories as well.

15.4 PROACTIVE ROUTING

Proactive routing protocols, also known as table-driven routing protocols [8],

require that each node maintains one or more tables containing routing information

to every other node in the network or subdivision thereof. The routing information

is typically updated based on some periodic route update process, but other route

update policies may exist. Accordingly, such protocols are termed “proactive”

because each node stores and maintains routing information to a destination

before it may be actually needed. A disadvantage to proactive routing is that

control messages may unnecessarily utilize network resources, such as power

and link bandwidth, to maintain routing information to every node in the

network or a specific region of the network. In some reports they also show that

positioning information can be better exploited in the case of reactive protocols

than proactive protocols [9]. An advantage associated with proactive routing is

that, when a node needs routing information, the time for determining a route to

a destination is minimized because up-to-date routing information is available at

the time of a route request. In this regard, proactive routing protocols typify the

trade-off between providing routes with less delay at the cost of excess control

overhead.
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Proactive routing protocols typically differ in the number and type of tables at

each node as well as the methodology by which network topology changes are dis-

tributed across the network. A further distinction among proactive routing protocols

is the routing algorithm implemented. There are two well-known routing algorithms,

namely, distance vector and link state [10]. In distance vector (DV) routing

approaches, each node v maintains for each destination w a set of distances DW
VX

where x ranges over the node v neighbors. Node v selects a neighbor m as the

next hop for reaching destination w, if DW
VM ¼ minX (DW

VX). As this process repeats

from node to node, the shortest path to destination w is selected. Each node period-

ically broadcasts to neighbors current estimates of its shortest distances to every

other node in the network. While this algorithm is relatively easy to implement,

the DV routing algorithm can produce short and long-lived loops. In link state

(LS) routing methods each node maintains an image of the network topology with

an associated cost for each link. A LS node periodically broadcasts link-state infor-

mation of its outgoing links to its neighbors. The nodes that receive the broadcast

update their network topology and apply a shortest-path algorithm to select the

next hops for each destination. Naturally, nodes may differ in their view of the

network because of delays in receiving link state information. These differences

can result in temporary looping.

15.4.1 DSDV

Destination-sequenced distance vector (DSDV) routing protocol [10, 11] derives

from the classical distance-vector distributed Bellman–Ford algorithm (DBF) [12,

13] that uses a flat addressing scheme. The two principle modifications of the

DBF algorithm are that the DSDV protocol guarantees loop-free paths to a destina-

tion and provides MAC-layer support for ad hoc networks.

DSDV is a hop-by-hop routing protocol that requires mobile stations to store

routing tables. Each routing table lists all reachable destination addresses, the

number of hops required to reach each destination, and the sequence number

assigned by the destination. Routes with a more recent sequence number are used

and routes with older sequence numbers are discarded. If two routes have identical

sequence numbers, then the route with the better metric (i.e., shortest route) is

chosen, and the other route is either discarded or stored as a less preferable route.

Each node also maintains a forwarding table with next hop information.

Figure 15.2 depicts a typical MANET and Table 15.1 illustrates the forwarding

table for node H.

Depending on the ad-hoc networking protocol, the addresses stored in the routing

table can correspond to either layer 3 (network) or layer 2 (MAC). To resolve layer 3

network addresses into MAC addresses, and to allow operation at layer 2, each des-

tination node includes information about the layer 3 protocol(s) it supports, along

with layer 2 information. Mobile stations, in turn, include this information with

their advertisements.

Mobile stations voluntarily advertise routing information to each of their neigh-

bors by broadcasting or multicasting, or upon request to a single mobile station.
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Figure 15.2 Network topology.

TABLE 15.1 Forwarding Table for Node H

Destination Next Node Metric Sequence Number

A C 2 12

B I 3 34

C C 1 46

D I 2 8

E I 3 176

F F 1 232

G G 1 228

H — — —

I I 1 70

J I 2 64

K G 2 36

L L 1 112

M M 1 168

N M 2 10

O L 2 124

P L 2 248

Q M 2 152

R M 3 86
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Packets are transmitted periodically (time-driven) and as topological changes are

detected (event-driven). Routing table updates are sent in two different ways in

order to reduce the amount of overhead, namely, a “full dump” or an “incremental.”

An incremental routing update should fit in one network protocol data unit (NPDU),

whereas a full dump requires several NPDUs. A full dump includes all the available

routing information—a full routing table. An incremental update includes only

information changed since the last full dump—such as a different metric for a desti-

nation. To avoid problems caused by one-way links, mobile stations cannot insert

routing information received from a neighbor unless that neighbor shows that it

can receive packets from the mobile node. Thus, DSDV effectively operates using

only bidirectional links.

Returning to Table 15.1, if a mobile station H determines that its route to destina-

tion node R has broken, it will advertise the destination route with an infinite metric

and a sequence number one greater than the last sequence number received from the

destination. This advertisement causes any mobile station routing packets through

mobile station H to incorporate the infinite-metric route into its routing table. In

the event a mobile station receives an infinite metric, and if it has an equal or

later sequence number with a finite metric, it will trigger a route update broadcast,

since routes containing any finite sequence numbers will supercede routes generated

with the infinite metric.

The broadcasting of routing information by mobile stations is regarded as

asynchronous and requires the mobile station to determine which route changes

are significant enough to warrant the sending of an advertisement. Additionally,

mobile stations use past experience to judge the settling time of routes before

an advertisement is sent to ensure that the best route within a time period

has been received. Thus, a node maintains data relating to the time of arrival

of the first route and the best route for any destination. Mobile stations do not

delay transmission if an update involves a route to a destination that was

previously unreachable.

15.4.2 WRP

Wireless routing protocol (WRP) [14, 15] is a distance-vector, flat addressing pro-

tocol where each node maintains a distance table, a routing table, a link-cost table

and a message transmission list. The distance table contains for each destination

and neighboring node, the distance to the destination and the predecessor reported

by each neighbor. The routing table contains for each destination: a destination iden-

tifier, the distance to the destination, the predecessor and successor of the chosen

shortest path to the destination, and a tag used to specify whether the entry corre-

sponds to a simple path, a loop, or an invalid.

The link-cost table lists the cost of relaying information through each neighbor

and the number of periodic update periods that have transpired since the node

received error-free messages from respective neighbors. The message retrans-

mission list (MRL) consists of the sequence number of an update message, a
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retransmission counter (e.g., set to 3 or 4) which is decremented each time an update

message is sent, an ack-required flag that specifies whether a neighbor has sent an

acknowledgement (ACK), and a list of updates sent in the update message. WRP

relies on the MRL to handle errors by way of retransmissions.

A node exchanges routing table update messages to its neighbors. The update

message includes a sending node ID, sequence number, an update list of updates

or ACKs, and a response list of nodes that need to send an ACK. An update entry

specifies a destination, a distance to the destination, and a predecessor to the destina-

tion. When no updates require reporting, an update message contains an empty

address, so no ACK is required. This type of update message acts as a hello

message and is sent periodically for maintaining node connectivity.

A node updates its routing table after receiving an update from a neighbor or

detecting a change in a link to a neighbor. A node checks the consistency of prede-

cessor information reported by all its neighbors each time it processes an event

involving a neighbor. This consistency checking of WRP provides a faster conver-

gence after a single link failure and faster recovery than DBF. When processing an

update of node b, node c determines if the path to the destination node through any

of its other neighbors include node b. Thus, nodes determine whether an update

received from a neighboring node affects its other distance and routing table entries.

WRP relies on a lower layer protocol for maintaining link status. Similar to

DSDV, when a link fails, the corresponding distance entries in a node’s distance

and routing tables are marked as infinity. When a link fails or a link cost changes,

the node re-computes distances and predecessors to all affected destinations, and

sends an update message for all destinations whose distance and/or predecessors

have changed.

When a node receives an update message error-free, it is required to send a posi-

tive ACK to the originator node. An ACK entry specifies the source and sequence

number of the update message being acknowledged. Upon receiving an ACK, the

node updates its MRL. To ensure connectivity between neighbors during a period

of time when no routing updates or ACKs are received by a node, a node sends

null update messages to its neighbors. The time interval between two null update

messages is the hello interval. If a node fails to receive any type of message from

a neighbor during a router dead interval (e.g., 3–4 times a hello interval), the

node assumes that connectivity with that neighbor has been lost. On the other

hand, if a node c receives an update or user message from node b and node b is

not listed in the routing or distance table of node c, node c adds the entry to these

tables for destination b.

In [15], WRP-Lite is introduced as a derivation of WRP. The main concept

behind this derivation is to reduce control overhead in instances when network

topology changes occur rapidly. WRP-Lite reduces control overhead by providing

nonoptimal routes and triggering updates only when a path becomes invalid.

While control messages contain the entire routing table, they are sent infrequently.

Additionally, unlike WRP, messages are transmitted unreliably and nodes do not

maintain an MRL.
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15.4.3 CGSR

Clusterhead Gateway Switch Routing protocol (CGSR) [16, 17] is a modification of

DSDV that uses hierarchical routing. In CGSR, mobile nodes are partitioned and

form a cluster. A distributed clustering algorithm (least clusterhead change, LCC,

clustering algorithm) is used within a cluster in order to elect a mobile node as a

cluster-head. All mobile nodes within transmission range of the cluster-head

belong to this cluster, so that all mobile nodes in the cluster can communicate

with the cluster head and possibly with each other. Gateway nodes are nodes that

belong to more than one cluster. Gateways select the code used to communicate

within a particular cluster and are able to change their codes when they receive

messages. Figure 15.3 illustrates the hierarchical routing scheme of CGSR.

Under the LCC algorithm, only two conditions cause the cluster-head to change:

(1) if two cluster-heads come within range of each; and (2) if a mobile node becomes

disconnected from any cluster. Minimizing the conditions that trigger the cluster-

head to change provides a more stable framework in a MANET since frequent

cluster-head changes adversely affect performance of other protocols such as

scheduling and resource allocation that rely on it. The LCC algorithm uses either

lowest-ID or highest connectivity for initialization and routine maintenance.

The LCC algorithm provides for the following scenarios. If a cluster-head moves

into an existing cluster, then it may become the cluster-head, depending on ID,

connectivity or some other priority. If a noncluster-head moves into an already

established cluster, the node cannot challenge the current cluster-head. If a

noncluster-head moves out of its cluster and does not enter any other existing

cluster, then it forms a new cluster and becomes a new cluster-head.

Figure 15.3 CGSR hierarchical structure.
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As shown in Figure 15.3, the routing strategy of CGSR requires the source node L

to transmit packets to the cluster-head H. The cluster-head H forwards packets to a

gateway node I that connects to another cluster-head J. This cluster-head to gateway

to cluster-head routing continues until the appropriate cluster-head is reached and

the packets are forwarded to the destination. In Figure 15.3, node E is the destination

node. Each node contains two tables: a cluster member table and a routing table.

Tables 15.2 and 15.3 are illustrative examples relating to Figure 15.3.

The cluster member table is used to map a destination address to a destination

cluster-head address. Destination sequence numbers are used to avoid stale routes

and looping. The routing table is used to select the next node to reach the destination

cluster. A node broadcasts its cluster-head member table periodically and updates it

when it receives a new cluster-head member table from its neighbors.

When a node wants to transmit a packet, it selects the shortest, minimal hop, destina-

tion cluster-head according to the cluster member table and the routing table. There-

after, the node selects the next node to transmit for that destination cluster-head

according to the routing table. To improve routing efficiency, extensions to CGSR

may be implemented such as priority-token-scheduling for high priority traffic (e.g.,

multimedia and real-time sources), gateway code scheduling between gateways and

cluster-heads and path reservation until disconnect, similar to a virtual circuit.

15.4.4 STAR

Source tree adaptive routing (STAR) [18–20] is a table-driven, flat addressing

scheme (but can be used with a distributed hierarchical scheme) protocol that

uses link-state information to obtain efficient routing. A router reports link state

information of every link it uses to reach a destination to all its neighbors. Each

router maintains a source tree rooted at the source node, which includes the set of

links used by the router in its preferred path to destinations. STAR routers also main-

tain a partial topology map (graph) of their network by compiling source tree infor-

mation from neighbors and adjacent links to these neighbors. Of course, the links of

the source tree and topology graph must be adjacent links. Each router generates its

own source tree by using its topology graph. In turn, each router generates a routing

table specifying the successor to any destination by applying a local route selection

algorithm, such as Dijkstra’s shortest path algorithm, on its source tree.

TABLE 15.2 Routing Table

Destination Cluster Next Hop Metrics Sequence Number

J H 5 55

TABLE 15.3 Cluster Member Table

Destination Destination Clusterhead Sequence Number

E J 95
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In STAR, two approaches to updating routing information can be used: the

optimum routing approach (ORA) and the least-overhead routing approach

(LORA). The ORA provides updates to provide optimum paths defined by a

metric, whereas the LORA provides variable paths, which need not be optimum,

thus reducing overhead. STAR was the first proactive routing protocol to use the

LORA. Accordingly, our discussion relates to STAR and the LORA.

Using the LORA, a router sends source tree updates to its neighbors only when it

loses all paths to one or more destinations, detects a new destination, determines

local changes that can potentially create long-term looping, or changes in cost

that exceed a threshold. Since source trees are exchanged among routers, new

link information to a destination allows a router to infer the deletion of a link to

the same destination, thereby eliminating the need to exchange deletion updates.

However, if no new link exists, a router can make a deletion update when the

failed link causes the router to have no paths to one or more destinations.

The basic update unit that contains source tree changes is the link-state update

(LSU). The LSU includes the characteristics of the link and is time-stamped—a

monotonically increasing number. A router accepts the LSU as valid if the LSU

has a larger time stamp or if no entry for the link exists and the LSU is not reporting

an infinite cost. One important aspect of STAR is that LSUs for operational links do

not age out, so periodic flooding of LSUs is not required to validate link-state infor-

mation. However, link state information for failed links is LSUs erased from the top-

ology graph due to aging (e.g., an hour after processing the LSU). Additionally, a

router will erase a link from its topology graph if the link is not found in the

source trees received from its neighbors. STAR relies on an underlying protocol

to insure that a router will detect, within a finite time period, the existence of a

new neighbor, the disconnection between a neighbor, and the reliable transmission

of LSUs.

J. J. Garcia and M. Spohn [18, 19] compared the performance of STAR (LORA)

with DSR (1998 version) using the Cþþ Protocol Toolkit (CPT) simulator environ-

ment having 20 wireless nodes in continuous motion for 900 and 1800 s with various

flows (i.e., the number of sources of data). Under all flow scenarios, STAR generated

fewer update packets than DSR with comparable data delivery. Under certain scen-

arios, STAR was able to deliver twice or three times the number of data packets than

DSR. A more recent version of DSR is discussed below.

Hong [20] introduced performance comparisons of STAR and open shortest path

first (OSPF), ad hoc on-demand distance vector (AODV) and dynamic source

routing (DSR) using the simulation tool PARSEC. In certain scenarios, STAR out-

performed OSPF, AODV, and DSR by generating fewer routing packets while

providing similar quality routing service to data delivery.

15.4.5 HSR

Hierarchical state routing (HSR) [21, 22] is a table-driven, hierarchical, link-state

based routing protocol that includes, in addition to multilevel physical clustering

(geography-based), the feature of multilevel logical partitioning of mobile nodes
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(i.e., a logical functional affinity, e.g., employees of the same company). The logical

partitioning of nodes provides a basis for location management. This feature is note-

worthy because typically hierarchical routing suffers from location management and

mobility drawbacks.

As shown in Figure 15.4, the network is partitioned into physical clusters. In the

physical clusters there are three kinds of nodes: a gateway node, a clusterhead node,

and an internal node. The internal nodes of a physical cluster elect a clusterhead

node. HSR does not adopt any specific algorithm for forming the clusters or electing

clusterheads. The clusterhead node coordinates transmissions within the cluster.

Within this physical cluster, each node monitors the state of a link to each neighbor

and broadcasts it within the cluster. The clusterhead processes the link state (LS)

information and forwards this cluster information to neighboring clusterheads via

a gateway node. The shared partial topology among clusterheads forms the first

level of clusters. The above procedure is performed in a recursive fashion, where

cluster-heads, in turn, organize among themselves into clusters, and so on, resulting

in the next higher level of clusters. Higher-level LS information is flooded down to

lower level clusters so each node has a hierarchical topology image.

At level 0, we have three physical clusters, namely, C-01, C-02, and C-03. While

not shown in Figure 15.4, nodes A, B, and D and nodes K, O, and P would form their

other clusters, respectively. Additionally, at level 1, higher clusters C-11 and C12

are formed, as well as cluster C-21 at level 2. To implement routing at level 1,

gateway node I at level 0, sends LS information for link I–J to cluster H at level 0.

Figure 15.4 Example of HSR scenario.
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Cluster H at level 0 estimates the parameters for the route H–I–J by using its own

estimate of link H–I and the received estimate of link I–J. Upon calculation, an LS

parameter of a virtual link between nodes H and J at level 1 is derived. These virtual

links are sometimes referred to as “tunnels.”

Each node has a unique identifier or node ID that is a MAC address. HSR also

assigns a hierarchical ID (HID) or hierarchical address to a node, which is a

concatenation of MAC addresses of nodes on a path from a top hierarchical node

to the node itself. This hierarchical address is used to deliver a packet to its

destination from any source node using HSR tables. So, for example, source node

G has an HID(G) ¼ ,H,H,G. and node Q has an HID(Q) ¼ ,R,R,Q.. To

delivery a packet from node G to node Q, node G delivers the packet to node H

(level 0), upwards to node H (level 2), the top hierarchy. Node H forwards the

packet to node R, which is the top hierarchy node for destination node Q. Node H

has a virtual link or tunnel to node R via nodes (H, I, J, N, R). Node R ultimately

delivers the packet to destination node Q along the downward hierarchical single-

hop path.

Nodes at lower levels update their HIDs upon receiving routing updates from

higher-level nodes. A gateway node can have multiple hierarchical addresses

since a gateway node can communicate with multiple clusterheads and thus can

be reached via multiple paths. Notable drawbacks exist in this hierarchical

scheme, since a HID is long, and as nodes move the HID has to be continuously

updated. HSR relies on logical partitioning to assist in locating mobile nodes.

In addition to a node ID (or MAC address), each mobile node is assigned a logical

address of the type ,subnet, host.. Each subnet corresponds to a particular group

of mobile nodes that share a common characteristic. Each sub-network is associated

with at least one home agent (a distributed location management server) to manage

membership. All the mobile nodes of a logical sub-network know the HID of its

home agent and each node registers, periodically or event-driven (e.g., a node

moves to a new cluster), its current hierarchical address with the home agent. All

home agents, in turn, advertise their HIDs to the top hierarchy. Since nodes are logi-

cally partitioned, HSR can define a group mobility model. Each logical sub-network

has a conceptual center, whereby the center’s motion represents the trajectory of the

sub-network, including its location, speed, direction, etc. In this way, there is a

separation of mobility management from physical hierarchy.

If a node wants to forward data packets to a destination node for which it has the

MAC address, it extracts the subnet address and obtains the hierarchical address of

the appropriate home agent from either its internal list or from the top hierarchy.

Once the node has the hierarchical address, it forwards the packet to the home

agent. The home agent delivers the data packets to the destination by eliciting the

registered address from the host ID. Once a source learns a destination node’s hier-

archical address, home agent involvement is no longer required.

HSR offers improved scalability compared with flat, table-driven routing

schemes, but with added complexity (e.g., the home agent) and routing inaccuracy.

There is also a higher packet loss, since packets are dropped until a new route is

established vs buffering packets until a new route is discovered.
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15.4.6 OLSR

Optimized link stating routing (OLSR) [23–26] is a distributed, table-driven, link-

state based protocol that performs hop-by-hop routing with the most recent route

information at each node. OLSR protocol optimizes a pure link state protocol by

reducing the size of a control packet and using only selected nodes called multipoint

relays (MPRs) to diffuse broadcast messages in the network. This approach reduces

the number of retransmissions in a flooding or broadcast procedure. Since control

messages are sent periodically and include a sequence number, OLSR does not

require reliable transmission or in-order delivery of its messages. OLSR is con-

sidered particularly suitable for large and dense networks, since using MPRs

works well in such a context.

Each node in the network selects its MPRs among its one-hop neighbors with a

bidirectional link—a unidirectional link is avoided. To accomplish this, each node

periodically broadcasts hello messages containing a list of addresses of the neigh-

bors where there exists a valid bidirectional link and a list of addresses of neighbors

that are heard by the node, but for which the link has not yet been validated as bidir-

ectional. With the hello message information, each node performs the selection of its

MPRs, which are subsequently declared in a hello message sent to the selected

MPRs. While OLSR fails to specify a specific algorithm for selecting MPRs, by

default, the MPR set can equate to the whole neighbor set. Figure 15.5 illustrates

nodes C, I, L, and M as MPRs for node H. MPRs are recalculated when there is

bidirectional link failure with a neighbor; a new neighbor with a bidirectional link

is added, or a change in the two-hop neighbor set with a bidirectional link is

detected. The union of the neighbor sets of all MPRs contains the entire two-hop

neighbor set.

Figure 15.5 Example of OLSR.
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The neighbors of a node that are not in the MPR set read and process packets but

do not retransmit the broadcast packet from a node. This set of neighbors is called

the MPR selectors of the node. When a node receives a hello message, it constructs

its MPR selector table. The MPR selector table of a node contains the addresses of

its one-hop neighbor nodes that have selected the node as its MPR, along with a

corresponding MPR sequence number of that neighbor node. A node updates its

MPR selector set according to hello information and increments the sequence

number on each modification.

To construct a forwarding table for routing, control messages called topology

control (TC) messages are periodically broadcast through the entire network by

each node to declare its MPR selector set and associated sequence number. Each

node calculates its topology table using received TC message information. An

entry in the topology table includes an address of a destination (an MPR selector

in the received TC message), an address of a last-hop node to that destination

(the originator of the TC message) and the associated MPR selector set sequence

number of the sender node.

Each node also maintains a routing table which allows it to route packets for other

destinations in the network. The routing table is based on the information contained

in the neighbor table and the topology table. The route entries in the routing table

consist of destination address, next-hop address, and estimated distance to the des-

tination. If any of these tables is changed, the routing table is recalculated to update

the route information about each known destination in the network. Considering

Figure 15.5, if source node H wishes to transmit packets to destination node B, a

possible route would be H–I–D–B.

Wang et al. [25] proposed integrating MANETs into the Internet using Mobile

IPv6 and OLSR. A test-bed was constructed that evidenced the viability of seamless

handoffs between WLANs and MANETs. Benzaid et al. [24] introduced an exten-

sion of OLSR, called fast-OLSR. Fast-OLSR is designed to improve route discovery

for a fast-moving node and maintain connectivity with a small number of neighbors.

To achieve this, a fast-moving node establishes a small number of symmetric links

refreshed at a high frequency using fast-hellos. If an MPR of a node has not received

a fast-hello within an arbitrary hold time, the link is considered broken and a TC

message is sent through the network. Benzaid et al. [26] provide a performance

evaluation of integrating Mobile-IP and OLSR in IP networks. OLSR is used to

support micromobility within an ad hoc network.

15.4.7 TBRPF

Topology dissemination based on reverse-path forwarding (TBRPF; Internet Draft,

February 2004) [27] routing is a table-driven, link-state based, flat addressing

scheme (but combinable with hierarchical) protocol. TBRPF was originally based

on the extended reverse-path forwarding algorithm (ERPF) [28] designed for

general broadcast, not for topology broadcast. However, TBRPF uses ERPF to

broadcast link-state updates in the reverse direction along the spanning tree made

up of the minimum hop paths from any node leading to the source of the update
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message. The following overview relates to version 4 of TBRPF outlined in RFC

3684 [27].

The main idea of this version of TBRPF is that each node reports only part of its

source tree. TBRPF comprises two modules, namely, the neighbor discovery

module and the routing module. Each module operates independently. TBRPF

assumes a data link layer which supports broadcast, multicast, and unicast

addressing with best-effort delivery services. Data packets are sent using UDP/IP

(IPv4 or IPv6).

The TBRPF neighbor discovery (TND) protocol allows each node to detect a

bidirectional link between it and a one-hop neighboring node. The routing module

discovers two-hop neighbors. The TND protocol also detects when a bidirectional

link breaks or becomes unidirectional. A neighbor table (NT) is maintained for

each interface of a node. TBRPF accomplishes neighbor discovery using differential

hello messages, which report only changes in the status of neighbors. In this way,

hello message size is reduced compared with other link-state routing protocols

where each hello message includes the IDs of all neighbors. Smaller hello messages

permit more frequent exchanges and faster detection of topological changes. Since

TND is used to sense neighbors only one hop away, the routing module is respon-

sible for sensing more distant neighbors. For nodes with multiple interfaces, each

interface must run TND separately. During each transmission of a hello, from

each interface, a hello sequence number is incremented. TRBPF requires at least

one hello to be sent within a hello interval. Nodes may also maintain and update

link metrics, as an additional condition for changing the status of a neighbor (i.e.,

one-way, two-way, or lost), based on some link metric threshold.

The routing module of node maintains a source tree (ST) that provides shortest

paths to all reachable nodes. Figure 15.6 illustrates the computed source tree for

node H. The part of the tree that a node reports to its neighbors is called the reported

sub-tree (RT). Each node computes and updates the source tree based on partial

Figure 15.6 Example of TBRPF.
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topology information stored in its topology table (TT), using a modification of

Dijkstra’s algorithm. Figure 15.6 depicts a route from node H to node B utilizing

the routing module. TBRPF uses a combination of periodic topology updates

(e.g., to inform new neighbors of the RT) and reports changes to the RT in more fre-

quent differential updates. Topological updates avoid sequence numbers and are

included in the same packet as a hello message. TBRPF does not use ACKs or

NACKs. TBRPF allows the option to include link metrics in topology updates

and to compute paths that are shortest according to the metric.

The RT consists of links (x,y) of the source tree where link x is in the reported

node set (RN) based on the following. Referring back to Figure 15.6, Node H

will include node M in the RN if node H determines that a neighbor will include

node H as a shortest path next-hop to node M. Accordingly, neighbors in the RN

are analogous to multipoint relay (MPR) selectors in OLSR. However, unlike

OLSR, which does not include self-node-selection, if a node H selects neighbor

node M to be in the RN, then node H is essentially selecting itself to be an MPR

of node M. Each node is required to report the RT, but may report additional

links up to the full network topology.

In addition to the NT and TT, each TBRPF node maintains a routing table, an

interface table, a host table, and a network prefix table. The routing table comprises

a list of tuples, namely, the destination IP address, the interface address of the next

hop of the route, the length of the route and the ID of the local interface through

which the next hop can be reached. The interface table stores information for

determining the removal of an interface IP address associated with a router ID

that has expired. Similarly, the host table and network prefix table contain

analogous information for host IP addresses and network prefix, respectively,

associated with a router ID that is used to remove expired host IP addresses and

network prefixes.

15.4.8 DREAM

Distance routing effect algorithm for mobility (DREAM) [29, 30] is a fully distrib-

uted, location-aware routing protocol. Unlike the other protocols discussed thus far,

a node maintains a location table (LT) that contains location information (e.g., geo-

graphic coordinates obtained by means of UWB position measurement procedures

or other means such as GPS) for any other node in the network. One underlying prin-

ciple of DREAM is that the greater the distance separating two nodes, the slower

they appear to be moving with respect to each other. Therefore, the updating of

location information becomes a function of the distance between nodes. Another

underlying principle is that the frequency of sending location updates depends on

the mobility of the node. In other words, slower-moving nodes require less updating

than faster-moving nodes. Stationary nodes do not send control messages.

A node maintains an LT, which stores the location of each node. Using the LT

information, a node can compute for every node, its direction and distance. When

a source node wishes to forward packets to a destination node, it computes a for-

warding zone, which is an angle whose vertex is at the source node and sides to
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be the outer bounds of the destination. Each neighbor subsequently performs the

same operation until the data reaches the destination. The destination returns an

acknowledgement packet (ACK) back to the source in the same manner.

Each node periodically broadcasts a control packet containing its coordinates.

Each control packet is assigned a lifetime based on the geographical distance the

packet has traversed from the sending node. In the case of a node with high mobility,

short-lived packets can be disseminated frequently to inform nodes that are in close

proximity and most in need of the node’s location. These short-lived packets will

travel a short distance from the sender and then die. On the other hand, slower

moving nodes and further away destinations will not require sending control

packets often. Long-lived packets may be sent to reach distant nodes. Since each

control message contains only the identifier of a node and its coordinates, a

control message uses only a minimal portion of the bandwidth and transmission

power. With this approach, DREAM does not require route discovery.

When a node j wants to send to node k, it uses the location information for node k

to obtain node k’s direction and then transmits the packet to all its one-hop neighbors

in the direction of node k. Each neighbor repeats this process until the destination is

reached. The transmission of data is essentially loop-free. When the destination node

receives a data packet, it returns an ACK packet in the same manner as the data

packet. If the source node does not receive an ACK packet within a timeout

period, then the source node will resort to a recovery procedure. DREAM does

not provide specific implementations for the recovery procedure, but mentions

that either a partial or full flooding can be used to determine a route, if any, to

the destination.

Camp et al. [30] conducted performance comparisons with DREAM, location-

aided routing (LAR) and dynamic source routing (DSR), and made some optimiz-

ation proposals. One proposed optimization related to the transmission of control

messages (i.e., location packets), which resulted in a reduction of total packets trans-

ferred in the simulation by 19%. Another proposal was considered, where instead of

categorizing nearby mobile nodes based on distance, categorization was based on

the number of hops. One major conclusion declared by Camp et al., was that

DREAM did not appear to provide benefits over Flood protocols. However,

DREAM and Flood have equivalent data packet delivery ratios for all mobile

node speeds.

While geography-based routing has attracted more attention recently and can

improve network scalability, reliance on location information for routing has its dis-

advantages. First, the inclusion of a GPS receiver in a node is an added expense, will

add size to the node, does not work indoors, and may not always work outdoors

depending on the surrounding environment. This is readily apparent in urban

areas where there are many obstructions to prevent GPS signals from being received,

along with multipath fading, etc., which could produce imprecise location infor-

mation. Second, in high-mobility networks, control overhead can be considerable.

Moreover, when high mobility is coupled with an urban area environment, the accu-

racy of location information can be degraded even further. Undeniably, UWB wire-

less technology may resolve many of these issues associated with GPS. The effect of
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mobility-induced location errors on different mobility models, including an urban

setting (e.g., Manhattan model), is discussed in [31].

15.4.9 GSR

Global state routing (GSR) [32] is a link-state vector-based protocol with the advan-

tage of no flooding (similar to DBF) of link-state packets, yet maintains full network

topology. GSR provides that each node maintains a neighbor list (NL), a topology

table (TT), a next hop table (NEXT), and a distance table (DT). The NL contains

a list of adjacent (neighbor) nodes. The TT contains, for each destination, the link

state information reported by each destination node and a timestamp indicating

the time each destination node produced this link information. The NEXT contains

the next hop to which the packets for the destination must be forwarded (shortest

path). The DT contains the distances of the shortest path from the source to the

destination. A weight function is used to compute the distance of a link, where

nodes that are directly connected equal 1 for shortest path calculation. However,

other type functions could be used for promoting other routing metrics.

When a node receives packets, it examines the sender field and adds this infor-

mation to its NL. Then, a node processes the routing message and link state infor-

mation. The node compares sequence numbers with those in local memory and

uses the newest sequence number to compute the TT. A node periodically broadcasts

this information to its neighbors. This procedure is similar to DSDV. The NEXT and

DT are calculated in parallel with tree reconstruction using a modification of the

Dijkstra’s algorithm.

Each node maintains a link state table based on up-to-date information

received from neighboring nodes. When a topology change occurs, nodes will

not flood the network with link state packets; instead they forward the information

to their local neighbors only. While this approach reduces the number of control

messages transmitted through the network, the size of update messages is very

large and consumes bandwidth. GSR is suitable for networks where node mobility

is high.

15.4.10 FSR

Fisheye state routing [32–35] is a link-state-based protocol that originates from

GSR. However, FSR reduces the overhead compared with GSR and therefore

increases bandwidth and power efficiency. Unlike GSR, in FSR, the exchange of

update messages among neighbors does not entail the entire TT. Instead, FSR

exchanges entries of link state information about closer nodes more frequently

than it does more distant nodes, thereby reducing the overall update messaging

that occurs.

As the name of this protocol implies, FSR utilizes the fisheye technique for

routing. The basic principal of this technique is that the level of detail and accuracy

of route information decreases as one moves away from a center or focal node.

Nodes partition the network into a number of scopes. A scope defines a group of
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destination nodes that a node can reach within a given hop interval. While route

information differs among nodes, packets are routed correctly due to the ever-

increasing routing accuracy of nodes as packets travel closer towards a given

destination. As in GSR, FSR uses sequence numbers to make sure that the most

up-to-date information is transmitted and stale information is discarded.

Since FSR does not include event-driven updating, solely relying on time-driven

updating, the frequency of updating has be carefully monitored and scaled. It is

implicit that, as changes in network population (topology) occur, nodes will need

to appropriately modify the updating frequency and fisheye scope. Despite such

adaptation, an unavoidable latency and routing inaccuracy will exist for more

distant nodes. However, FSR scales well with large MANETs where there exists

high mobility and bandwidth is low.

Figure 15.7 illustrates the application of the fisheye technique to a typical

MANET. Node H represents the center node. The different shaded circles represent

various fisheye scopes with respect to center node H. In this case, the fisheye scopes

are defined by the number of hops from the center node H to neighboring nodes,

which are colored dark blue, light blue and white depending on their hop distance.

Depending on the size of the MANET, the specifics of a fisheye scope (e.g., radius

and number) can vary.

Dimitriadis et al. [33] introduced clustered fisheye state routing (CFSR), which

employs a typical hierarchical scheme comprising identifier-based ordinary, cluster-

head, and gateway nodes. The primary objective of CFSR is to decrease the possi-

bility of redundancy when routing control messages are broadcast. Clusterheads and

gateways operate as a backbone and disseminate whole network population link

state information, while ordinary nodes transmit their respective link state

Figure 15.7 Scope of FSR—center node H.
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information. Simulation results between FSR and CFSR illustrate lower bandwidth

requirements for CFSR as mobility is increased.

Liang et al. [34] presented an adaptive routing table update scheme for FSR to

improve routing accuracy and line overhead. The main idea of this scheme is that

route table updates intervals (TUIs) should be adaptive according to a mobility

metric called neighbor-changing degree (NCD). A node maintains two neighbor

tables, where each table assigns a scope ak (k ¼ the number of hops from a focal

node) value to each neighboring node. The first neighbor table assigns a scope

value at the beginning of a routing update interval, and the second neighbor table

assigns a scope value at the end of the routing update interval. A node ascertains

the NCD by comparing the two respective scope values and modifies the routing

update interval, if necessary.

A reiteration of the above was provided by Johansson et al. [35], where it was

shown that higher user capacity could be achieved by adapting FSR parameters to

optimum values based on the total network capacity. Further, it was shown that,

if fixed FSR parameter settings are implemented, they should be based on the

lowest network capacity that can occur at a given time.

15.4.11 HR

Hierarchical routing [46] is an adaptive hierarchical routing protocol that conforms

to cluster-based networks adopted on the network and MAC layers. The salient

features of HR are that routing changes only require an update of a forwarder ID,

instead of whole path information. Each cluster updates at different frequencies

and only entries that have changed. An entry is updated based on comparisons of

generation/registration time values stored in a routing table of a clusterhead or

central controller (CC). In this way, the count-to-infinity problem is averted.

In each cluster, a CC is selected and aware of its terminal node membership. Each

CC maintains a local routing table composed of N fields (one for each member term-

inal) and a table update time (T-up), which provides a last-change-of-table time.

Each field includes a path length (PL) measured in links between the CC and a term-

inal, a maximum transmission rate (MTR), which is the MTR over the PL via the

weakest link, a field generation time (T-gen), which indicates the information life

of this field, a field registration time (T-reg), which provides a last-change of field

time, and the ID of a forwarder to the next cluster.

There is no synchronization among clusters to update routing tables. To perform

an update, a CC sends an update-request (URQ) containing its T-up to its neighbor-

ing CCs. Neighboring CCs compare the T-up of the URQ to its T-reg for the entire

routing table. Each CC then transmits an update response (URP) which includes

all the fields where T-reg is greater than T-up. The source CC processes the URP

and compares its fields to the new fields and updates those fields that meet the

update criteria.

Performance evaluations between HR and an on-demand routing algorithm

(ODRA) were conducted that showed HR outperformed ODRA in terms of
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average routing time and average routing information over large networks with

moderate terminal mobility.

15.4.12 HSLS and A-HSLS

Hazy sighted link state (HSLS) [37] falls under the remit of a fuzzy sighted link state

(FSLS) algorithm, similar to FSR discussed above, where the frequency of link state

update transmissions relates to the distance of a neighboring node to a focal node.

FSLS is based on the principle that distant node changes have little effect on

local routing decisions. Nodes transmit link status updates (LSUs) at t s or multiples

thereof, with a time-to-live (TTL) set to fsIg. While the mathematical derivations are

not presented herein, it is shown that FSLS is optimized by assigning fsIg ¼ 2I. The

generation process of LSUs can be obtained by replacing s1, s2, s3, and s4 by 2, 4, 8,

16, etc. HSLS’s maximum refresh time function provides almost a linear relation-

ship between T(r), maximum refreshing time in seconds, and r, which equals dis-

tance in hops. HSLS is distinguished from FSLS by utilizing this established

value, fsIg ¼ 2I, in order to minimize the total overhead produced by any given

node. Thus, HSLS optimizes the balance between refresh times and distances, so

that the probability of making a sub-optimal next hop decision is “roughly” equal

for every destination independent of the distance.

A key idea in HSLS is that, in addition to defining total overhead as the amount of

bandwidth needed to construct and maintain a route, sub-optimal routing (e.g.,

imperfect or incorrect routing) is also considered as overhead since it reduces band-

width and increases end-to-end delay. HSLS includes three main functions: LSU

generation; LSU dissemination; and topology table maintenance.

For LSU generation, nodes operate in three different modes. Upon initialization,

resetting all counters and timers, a node operates in undecided mode with LSUs

assigned a TTL ¼ 2. Nodes forward the LSU, decrementing the TTL value, until

it becomes zero (0). When link change rates have been detected, a node will

operate in one of two other modes. For a slow-changing local topology the node

operates in SLS (standard link state) mode. In SLS mode, a node will send a

global LSU (i.e., TTL ¼ infinity) to notify neighboring nodes of a link change.

Nodes that receive an LSU with a predefined value meaning infinity will not decre-

ment this value. However, for a fast changing local topology, a node will operate in

HSLS mode where LSUs are transmitted will values 2, 4, 8, etc. at times that are

multiples of te s. If changes occur between these time instants, the node will also

send LSUs with a TTL ¼ 1.

Hello packets or level 1 LSUs (i.e., TTL ¼ 1) are frequently exchanged for

neighbor discovery and to avert short loop issues. Hello packets contain the

sending-node ID and a list of neighbors. The hello packet also includes whether

links are unidirectional or bidirectional, as well as the number of hellos received

from a neighbor within a specified time window. Accordingly, degradation of a

link can be determined by the number of hellos received within this time window.

Each node contains a TT, which is maintained by the reception of LSUs reporting

incoming link state information. The TT assigns a higher cost to unidirectional links
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than to bidirectional ones. Level 1 LSUs are event-driven, transmitted every time a

link change occurs, but could also be given a smaller time-driven periodicity. Nodes

consider LSUs transmitted from local neighbors more reliable (i.e., most up-to-

date), compared with other LSUs transmitted by more distant nodes. However, in

situations where a node receives an LSU that a link to a distant node is down,

instead of erasing a TT entry, the node will assign the highest cost to this entry.

The reason for this is twofold. First, it may be some time before an alternate

route to the distant node reaches the node. Second, if the node needs to forward a

packet to this distant node, then it is more probable that nodes closer to the

distant node will have more up-to-date information to route the packet to the

distant node. Thus, the node can still utilize the un-erased topology entry infor-

mation to forward the packet.

Adaptive hazy sighted link state (A-HSLS) is a derivation of HSLS to handle

extremely low node mobility situations. In this type of scenario, HSLS sends a

series of LSUs with TTL equal to 2, 4, and 6 until a global LSU is sent, for each

link change. However, in retrospect, it would be more efficient to merely send a

global LSU at the beginning, if we know that no subsequent link state changes

will follow. A-HSLS uses past experience to predict near-future mobility of the

network. If the time between the last global LSU being sent and the time of the

last link change exceeds or is less than a threshold, then a global LSU or an LSU

according to HSLS rules will be sent, respectively.

15.5 REACTIVE ROUTING

Reactive routing maintains routing information for active routes only. When a node

receives a packet address to an unknown destination, a route discovery process

occurs, on-demand, by flooding (partial or other) a route request packet through

the network. When a node with a route to the desired destination receives the

request packet, it responds with a reply packet to the source node using link reversal

or piggybacking. Unfortunately, such an approach delays the actual forwarding of a

packet until the route is determined. Thus, the reactive approach epitomizes the

tradeoff between reducing overhead and the expense of delay due to route search.

Once a route is established, it is maintained by a route maintenance procedure

until the route is no longer needed or becomes inaccessible. However, route main-

tenance may generate a significant amount of overhead if the topology of the

network changes frequently.

While there have been a number of strategies for reactive protocols, three popular

approaches include source routing, hop-by-hop routing, and link reversal routing. In

source routing, the source node constructs a source route in the packet header.

Dynamic source routing (DSR) protocol provides an illustrative example of this

approach, as described below. Source routing has many advantages, such as attribut-

ing different routes with different packets, depending on the desired metric. The

main disadvantage is the amount of overhead generated by explicit routing within

each packet header. However, similar to ATM virtual paths, the amount of overhead

364 AN OVERVIEW OF ROUTING PROTOCOLS FOR MOBILE AD HOC NETWORKS



can be minimized by ascribing flow identifiers to each packet. Hop-by-hop routing

relies on dynamically establishing route table entries at intermediate nodes. An

advantage in this approach is that packet overhead is reduced, since only the destina-

tion address and next hop address are needed compared with a sequential list of

nodes in source routing. Another advantage is that a route is not static and is adapt-

able to changes in the network environment. A disadvantage of using hop-by-hop

routing is the overhead required to maintain routing tables for active routes and to

prevent looping. The link reversal routing scheme decouples the dynamics of the

topology of the network from long-distant control message propagation. To accom-

plish this, the algorithm maintains a directed acyclic graph (DAG) rooted at the des-

tination. To clarify, a directed graph is acyclic if there are no loops and it is rooted at

the destination since it is the only node that has only incoming links. Different pro-

tocols may maintain the DAG in different ways. A primary disadvantage to this

approach is that some algorithms based on this scheme may be unstable and

never converge or remain nonconvergent for a period of time.

15.5.1 DSR

This version of DSR [38, 39] is a pure on-demand protocol designed for MANETs of

up to 200 mobile nodes and works well with very high rates of mobility. DSR uses

source routing where each packet header includes a sequential list of nodes through

which the packet will propagate to reach the destination. This approach allows the

sender to indicate a specific route. Since the route is in the header of each packet,

other nodes in the path or neighboring nodes can cache this routing information

for future use. DSR provides multipath routing, unidirectional links and asymmetric

route support. DSR is composed of two main mechanisms: route discovery and route

maintenance.

If a source needs to send a packet, it checks its route cache. The route cache con-

tains routes previously learned. If the destination is not found in the route cache, then

the node initiates a route discovery process by transmitting a route request and buf-

fering copies of packets to be sent in a send buffer. Figure 15.8 illustrates an example

route discovery by node H to find a route to node E. A node has the option of limiting

the propagation of a route request to one hop [i.e., a time-to-live (TTL) ¼ 1, a non-

propagating route request], to see if direct neighbors are the destination or have a

route to the destination. Otherwise, as shown in Figure 15.8, a node may initiate

an expanding ring search, where the hop limit is progressively increased if no

route reply is received. In such cases, a tradeoff exists between route discovery

latency and minimizing route control overhead. To avoid looping and manage

route discovery requests, each node maintains a route request table that includes

the above-mentioned request packet ID, a TTL field, the number of consecutive

route discoveries for a destination, and the time the last route request for a destina-

tion was sent. When the destination node or an intermediate node that has a route to

the destination receives the request packet, it transmits a route reply to the source,

which contains the route record of the request packet minus any duplicate nodes.
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However, if a destination is not reachable, further route discoveries may be initiated.

In Figure 15.8, node E transmits a reply packet back to node H.

Once a route is learned, a source may transmit data packets along that route.

Intermediate nodes may salvage packets instead of discarding packets when links

break by using another route in their route cache. Further, an intermediate node oper-

ating in promiscuous mode can support an automatic route-shortening feature,

which helps eliminate unnecessary hops. In particular, if a node overhears a

packet carrying the source route and it is not the intended next-hop, but it is a

node designated later in the source route, the node will transmit a gratuitous route

reply to the source, which provides a shorter route. To eliminate unnecessary gratu-

itous route replies, the node maintains a gratuitous route reply table. DSR also

includes optional extensions to routing, such as flow state, to reduce source route

overhead. Data packets can be forwarded along the source route by relying on the

intermediate’s node local knowledge of the route to the destination. This hop-by-

hop forwarding of packets along a route, once the route has been discovered, elim-

inates the need to include an explicit route. The source/destination addresses and a

flow ID are combined to identify a flow. Each node implementing a flow state main-

tains a flow state table, which includes such things as the previous and next-hop

MAC addresses.

Route maintenance relies on some form of acknowledgment, either on the link-

layer, network layer or a passive acknowledgement (e.g., node A confirms receipt to

node B by overhearing node B transmit to node C), if a network interface of a node

can operate in promiscuous receive mode. If a node is unable to reach a next-hop

Figure 15.8 DSR route discovery from node H to E.

366 AN OVERVIEW OF ROUTING PROTOCOLS FOR MOBILE AD HOC NETWORKS



node after a certain number of retransmissions, the node transmits a route error to the

source. Figure 15.9 illustrates the transmission of a route error by node D after the

D–E link break.

Recent updates to DSR outlined in this version include rules for IP fragmentation

and reassembly, nodes having multiple network interfaces, interaction of DSR with

Internet’s address resolution protocol (ARP), removal of optimizations for uni-

directional links, based on special 127.0.0.1 and 127.0.0.2 flags in a route request

and route reply and DSR options header and DSR flow state header that can share

a single IP protocol number assignment. While this version of DSR specifies

routing for unicast IPv4 packets, advanced options permit QoS support, multicast

routing, and IPv6 support [38].

15.5.2 ARA

Ant-based routing algorithm (ARA) [40] is a protocol based on swarm intelligence,

particularly mimicking ant colony behavior when seeking food. Ants use stigmergy

methods (i.e., altering the environment as a means to communicate) to communicate

by depositing pheromones. The concentration of pheromone in any particular space

guides ants along a path towards a food source. ARA adopts this approach in its

implementation of route discovery and route maintenance by utilizing ant

algorithms.

Figure 15.9 Example of DSR route error.
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In the route discovery stage of ARA, forward ants (FANT) are used. FANTs are

small packets that include a sequence number which is broadcast by a source to its

neighbors to establish a route (see Figure 15.10). Each node maintains a routing

table that includes a destination address, a next hop, and a pheromone value.

When a neighboring node receives a FANT, it considers the source address as a des-

tination address, the previous node as the next hop, and calculates a pheromone

value depending on the hop count, before further transmission. When a FANT

arrives at the destination it processes the information and deletes it. Next, the desti-

nation node will generate a backward ant (BANT) to establish a route back to the

source, where similar processing by the intermediate nodes takes place. Once the

BANT is received by the source, ARA considers that a path has been established

and data packets can be transmitted (see Figure 15.11).

Route maintenance also mirrors ant behavior in that data packets propagate

through the network changing the pheromone value at each node. Specifically, if

a data packet travels through an intermediate node, the pheromone value increases

(i.e., a pheromone counter). Conversely, pheromone values are exponentially

decreased over time for nodes not visited by data packets. Thus, ARA does not

require any special maintenance packets to be sent for route maintenance. If a phero-

mone value decreases to zero, a link is deactivated. Nodes are considered to be in

sleep mode if a pheromone value reaches a nominal threshold value.

Figure 15.11 Route discovery stage of ARA.

Figure 15.10 Route discovery stage of ARA.
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Data packets contain source address and sequence information to avoid looping. If

a node receives a duplicate packet, the node sets a duplicate error flag and transmits

the duplicate data packet back to the previous node, which in turn deactivates the link.

Missing acknowledgements indicate a route failure. In this case, a node sends a router

error message to indicate the link failure and sets the pheromone value to zero. The

node then searches for an alternative route in its routing table and, if no route is found,

the node surveys its neighbors. If the neighboring nodes do not have a route, they in

turn inform their neighbors, backtracking to the source. Ultimately, if no route is

discovered, the source must initiate route discovery.

Since ARA does not exchange routing tables, the overhead is very small.

Additionally, FANT and BANT packets do not contain much information, thus

minimizing the effect of flooding. Nonetheless, reliance on flooding has scalability

problems for large networks. Simulations using ns-2 were conducted and perform-

ance comparisons among ARA, AODV, DSDV, and DSR were made. The first per-

formance metric was delivery rate. DSR and ARA had a delivery rate of .95%

with low pause time and high topology changes, but with very high changes DSR

outperformed ARA. The second performance metric was overhead. Again, DSR out-

performed ARA in cases of high node mobility, but was on a par with DSR with low

node mobility. AODV and DSDV showed poor performance in comparison to ARA

in both instances.

The framework for ARA stems from the ant colony optimization routing algor-

ithm originally designed for wired networks. Since ARA, there have been two ana-

logous protocols proposed, probabilistic emergent routing algorithm (PERA)[41]

and AntHocNet [42]. Readers intrigued with this routing approach may find these

additional references interesting and informative.

15.5.3 ABR

Associativity-based routing (ABR) [43, 44] is a protocol where route selection is

based on nodes having a measurable degree of associativity states (i.e., periods of

connection stability between nodes). This metric is based on the observation that

there exists “dormant time” or a portion of time during which a mobile user

remains in a location without moving. Such a period of time translates into a

period of spatial, temporal, and signal stability. Stability is represented by a

threshold value of associativity ticks.

Each node periodically transmits beacons to identify it and correspondingly

updates its associativity tick value for every beacon received. A high associativity

value represents a low state of mobility between two nodes and the converse

holds true where a high state of node mobility exists. A node will reset its associa-

tivity tick value of another node, if this other node moves out of the connectivity

range of the node. Nodes in ABR maintain a routing table for existing routes.

Nodes also maintain a neighboring table (NT), which is updated by the data link

layer protocol through the use of beacons.

ABR comprises three phases, namely, the route discovery phase, the route recon-

struction phase and the route deletion phase. The ABR route discovery phase
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requires a source-initiated broadcast of a query packet when a route is unknown.

This process is illustrated in Figure 15.12, where node L searches for a route to des-

tination node B by transmitting a broadcast query (BQ) packet to its neighbors.

Intermediate nodes receive the query packet and discard it if it was previously

processed. Otherwise, an intermediate node determines if it is the destination. If it

is not the destination, the intermediate node attaches its address, associativity

ticks of neighbors (if any) and any other routing metrics to the query packet

before broadcast forwarding (not shown). The subsequent node will erase its

upstream node neighbors’ associativity tick values and maintain only the tick

values of it and its upstream node. Ultimately, the query packet will reach the desti-

nation containing the route, their respective tick values, hop count, propagation

delays, and route-relaying load.

The destination then selects the best route based on the accumulated information

and sends a reply packet back to the source as shown in Figure 15.12. The destina-

tion will pick a route with high associativity ticks over a route with fewer hops.

However, if two routes have equivalent associativity, the destination will select

the route the minimum number of hops. If multiple routes still exist, the route

with the least cumulative forwarding delay will be selected. Of course, ABR pro-

vides flexibility in route selection based on the QoS metric. Intermediate nodes

that are in the selected route validate their route to the destination, and other

routes are deemed inactive to avoid duplicate packets arriving at the destination.

Under ABR, both the BQ packet and the reply packet are not of fixed length.

Rather, the length of these packets depends on the number of nodes traversed. If

Figure 15.12 ABR route discovery.
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the selected long-lived route happens to have a node move unexpectedly, then ABR

enters the route reconstruction phase.

The route maintenance phase comprises partial route discovery (route reconstruc-

tion phase), invalid route erasure, valid route update, and new route discovery,

depending on the movement of respective nodes along the route. If a source node

moves, then a new route initialization (query/reply) is initiated. If the destination

moves, the destination’s immediate upstream node erases its route. A localized

query (LQ)fHg process (where H signifies the hop count from the upstream node

to the destination) is initiated to determine if the destination node is still reachable.

If the destination node receives the LQ packet, a best partial route is selected and a

reply is sent. Figure 15.13 illustrates such a scenario where a link failure occurs

along the route between nodes D and I. Here, node I initiates a local query, which

reaches destination node B. Destination node B sends a reply back to node I. If

the destination node does not receive the LQ packet, the LQ packet times out and

the initiating node backtracks to the next upstream node. This backtracking

process continues until a partial route is found or the new pivot node is greater

than half the hop distance between source and destination. If no partial route is

found, the initiating node will send an FQf1g packet back to the source node to

begin a new route discovery or to the destination node to erase an invalid route.

An FQf1g packet, which includes a direction of propagation field, means to back-

track one hop at a time.

If a route is no longer needed, for example, the destination moves within the

transmission range of the source, the source will send a FQf1g packet to erase a

Figure 15.13 ABR route maintenance.
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route—a route delete (RD) (route deletion phase). ABR defines other situations

regarding concurrent node movements, but are omitted herein. The 1996 version

[43] of ABR describes being suitable for conference size MANETs. In [44] (1999

Internet Draft version), it is described that ABR uses a soft or hard state for route

deletion. Hard route deletion requires a network broadcast of a route delete

packet. Soft route deletion occurs when inactivity of a route reaches a threshold

level, whereby the route is automatically deleted. ABR [44] also uses distinguish-

able, additional, routing metrics from [43], namely, relaying intermediate nodes

supporting existing routes and knowledge of link capacities of selected routes.

ABR [44] requires that intermediate nodes operate in promiscuous mode to listen

to packet forwarding so that a passive acknowledgment takes place. However, des-

tination nodes will send an active acknowledgement. ABR is loop-free, avoids dead-

locks and packet duplication, and maintains one route for each route request (i.e., no

alternate routes are maintained) [44]. Since route selection relies on long-lived

paths, throughput is likely to be high. However, route recovery time is increased

if a path fails, since alternate routes are not cached [43]. In contrast, ABR [44] sup-

ports caching if the extent of node mobility does not cause frequent route invalidity.

ABR does not support multicasting and has yet to cope with asymmetric links.

15.5.4 AODV

Ad hoc on-demand distance vector (AODV) [45] is another distance vector routing

protocol designed for large MANETs with variable traffic and mobility rates. While

many versions of the AODV algorithm exist, this discussion relates to the Internet

Draft of 2003. Each AODV node maintains a routing table, where each route

entry includes a destination IP address, prefix size, destination sequence number,

next hop IP address, lifetime (deletion time of the route), hop count, network inter-

face, and other state and routing flags. A salient feature of AODV is the use of des-

tination sequence numbers for each routing table entry, which are generated by a

destination node and sent to a requesting node. Destination sequence numbers

ensure loop-freedom, aid in the selection of two or more routes to a given destina-

tion, and assist in updates received from control messages for route table entries.

Each node has and maintains its own destination sequence number.

AODV route discovery is source-initiated using route request (RREQ)/route

reply (RREP) query cycles. When a source does not have a route to a destination,

the source generates an RREQ. Before the source broadcasts the RREQ, it buffers

a RREQ ID and its own IP address as path discovery time information. If a route

is not received after a network traversal time, the node may reinitiate a route discov-

ery in conjunction with a binary exponential back-off algorithm up to a specified

retry number. Every node that receives the RREQ, increments a hop count field

of the RREQ and caches a route to the source. If a node receives a duplicate

RREQ, the node discards the RREQ. If the receiving node is not the destination

and does not have a current route to the destination, the node will re-broadcast

the RREQ. Otherwise, if the receiving node is the destination or has a route to the

destination with a corresponding destination sequence number that is greater than
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or equal to that of the RREQ, the node unicasts an RREP to the next hop toward the

source. Additionally, if the RREQ has a G-flag set, then the node will also send a

gratuitous RREP to the next hop toward the destination. Since the RREP contains

a path list from the RREQ, each intermediate node may create/update a route for

the source and destination.

If a RREP transmission failure occurs because the RREQ was sent over a uni-

directional link, the AODV node lists the previous node in a “blacklist” for a black-

list time period. Thus, if the AODV node receives a RREQ from a blacklisted node

during the blacklist period, the RREQ is ignored. In this way, if a subsequently arriv-

ing duplicate RREQ over a bidirectional link is received, the RREQ will not be

discarded.

When the source receives the RREP it can begin transmission. If the source

receives multiple RREPs, the source can select the route with the shortest hop

count. As data packets propagate along the route, each node updates its lifetime

field associated with the route. While inactive routes with expired lifetimes

cannot be used to forward packets, the routing table maintains such routes for a

certain period of time because they still may contain useful information when pro-

cessing control messages. Additionally, AODV provides a lifetime extension to be

appended to a RRQ or RREP to update the lifetime field in the routing table, which,

when applied, prevents an active route timeout to occur.

An AODV node may use periodic broadcasts of hello beacons to detect and

monitor links to neighbors. If a node fails to receive hello messages or other

packets from a neighbor during a specified time interval, the node will assume the

link to the neighbor is broken. In this case, the node will update its route information

concerning that neighbor node and increase the destination sequence number by one.

In addition to hello message, route maintenance can be supported by passive

acknowledgements, layer 2 notifications, failure to transmit a packet after a

maximum number of retransmission attempts, and Internet control message protocol

(ICMP) messaging.

Any node may locally broadcast to its neighbors a route error (RERR) message

(TTL ¼ 1) for route repair, to trigger an update mechanism, and when a route break

is detected. Also, if a data packet for an invalid or unreachable destination is

received, the node may generate an RERR message, which includes the destination

IP address and the corresponding destination sequence number.

This version of AODV omitted discussion relating to a number of facets com-

pared with previous versions such as precursor lists, many flags, expanding ring

search, multicasting, and local repair. On the other hand, some aspects were

changed from previous versions, such as routing table updates, route invalidation,

RERR creation, and requiring an originator sequence number in RREPs.

A recent modification to AODV is called AODV-BA (AODV with break avoid-

ance) [46]. This protocol attempts to detect the danger of a potential link break and

avoid actual link breaks. AODV-BA relies on four criteria: (1) the received radio;

(2) overlap of routes; (3) battery life threshold; and (4) density. More particularly,

received radio relates to the distance between nodes that is farther than the radio

communication range. Overlap routes are synonymous with hotspots, that is, an
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intermediate node handling packets from several different sources. Lastly, density

relates to the number of nodes surrounding an intermediate node sharing a wireless

channel. In all four cases, intermediate nodes notify upstream nodes of a potential

link break.

15.5.5 BSR

Backup source routing protocol (BSR) [47] is an offshoot of DSR, except that, in

addition to establishing a primary path to a destination, a backup path is established

in order to reduce the frequency of route discovery floods if the primary path link(s)

break. BSR is an on-demand protocol that comprises two traditional stages: route

discovery and route maintenance. However, BSR uses a new routing metric

called route durability.

Similar to DSR, when a source node needs route information that it does not have

in cache, it floods the entire network with a route request message (RREQ) as shown

in Figure 15.14. Unlike DSR, where nodes discard duplicate packets, BSR nodes

utilize duplicate packets that have traversed different paths to establish backup

routes. To prevent unnecessary forwarding of RREQs, RREQs are dropped by inter-

mediate nodes if all the following conditions are met: (1) the node is the destination

node of the RREQ; (2) the node is listed in the source route; (3) the path in the dupli-

cate packet cannot produce new backup routes with lower cost; and (4) a candidate

(i.e., a threshold is defined to use cache route information) of backup routes can be

obtained from cache. A node then selects primary and backup paths to a destination

based on a minimal metric cost and stores them in its routing cache, as shown in

Table 15.4.

When the destination receives an RREQ, it selects backup routes and returns a

route reply message (RREP) to the source using the selected routes. Alternately,

an intermediate node may generate an RREP, if it has a backup route in its

routing cache. Allowing intermediate nodes to transmit RREPs under these circum-

stances reduces latency and prevents unnecessary flooding. When a source receives

a RREP, it transmits data packets whose header includes the primary path and

backup path.

Figure 15.14 RREQ propagation in the route discovery phase of BSR.
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When a link failure occurs, nodes will try to forward the data packet to the desti-

nation using backup path information found in the header. Concurrently, BSR

requires a route error packet (RERR) to be sent when a node is unable to deliver

a data packet to the next hop of a route. The RERR includes the backup routes to

the source and the direct upstream and downstream neighbors of the broken link.

A node sends RERRs to upstream nodes of the route that are using the reverse

backup routes in the packets. When the source receives the RERR, it updates its

routing cache or, if it has insufficient information to reconstruct its backup routes,

the source will initiate a new route recovery process.

A simulation model based on ns-2 was used to compare BSR with DSR based on

the following performance metrics: packet delivery ratio; average end-to-end delay;

and normalized control message overhead (the number of control packets trans-

mitted per data packet). BSR outperforms DSR as to packet delivery ratio and

TABLE 15.4 A Routing Cache is Constructed in All Nodes Except the Source After

Route Selection Initiated by the RREQ of the Route Discovery Phase.

S D Primary Path c Backup Path c0 (c, c0)

J S S–J (f) S–K–J �(f) 2

K S S–K (f) S–J–K �(f) 2

L S S–J–L (f) S–K–L �(f) 2

S–J–K–L (f) 3

M S S–J–L–M (f) S–K–L–M �(f) 2

S–J–K–L–M (f) 4

N S S–J–L–M–N (f) S–K–L–M–N �(f) 3

S–K–L–M–O–N (d) 6

S–J–K–L–M–N (f) 4

S–J–K–L–M–O–N (d) 7

O S S–J–L–M–O (f) S–K–L–M–O �(f) 4

S–K–L–M–N–O (d) 6

S–J–K–L–M–O (f) 5

S–J–K–L–M–N–O (d) 7

P S S–J–L–M–O–P (f) S–K–L–M–O–P �(f) 5

S–K–L–M–N–O–P (d) 7

S–J–K–L–M–O–P (f) 6

S–J–K–L–M–N–O–P (d) 8

D S S–J–L–M–O–P–D(f) S–K–L–M–O–P–D �(f) 6

S–K–L–M–N–O–P–D (d) 9

S–J–K–L–M–O–P–D (f) 6

S–J–K–L–M–N–O–P (d) 10

The paths marked (f) are forwarded, the paths marked (d) are discarded and the paths marked � are con-

sidered the most durable backup paths. Backup paths are selected based on some threshold, which in turn

is based on a heuristic cost function if C(c, c 0) � jrj. The heuristic cost function of the backup routes

measures the durability of the route. A back-up path provides better performance if it has a shorter

length, is less link-similar to, but has more disjoint subpaths than, its primary path.
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normalized control message overhead when there is a high rate of node mobility.

However, DSR outperforms BSR as to average end-to-end delay and normalized

control message overhead when there is a low rate of node mobility. Notwithstand-

ing all of the above, the current version of DSR, as discussed above, includes packet

salvaging by intermediate nodes using alternate routes. Thus, one of the main favor-

able aspects of BSR has been nullified.

15.5.6 CHAMP

Caching and multipath routing (CHAMP) [48] protocol provides data caching and

shortest multipath routing at the expense of additional storage overhead and

control information. Packet salvaging can reduce energy consumption if packets

otherwise dropped are forwarded to the destination. Thus, packet salvaging and mul-

tipath routing provide a high packet delivery ratio. However, when packet salvaging

occurs near the source, then there may be a significant delay in packet delivery and

ultimate packet reordering at the destination.

CHAMP requires three types of control packets—route request (RREQ); route

reply (RREP) and router error (RERR). Each CHAMP node includes a route

cache and a route request cache. The route cache contains a list of active desti-

nations. For each destination entry, the route cache stores a destination ID, distance

to the destination, a set of successor nodes to the destination, age of each successor

node, and the frequency of which a successor is used. The route request cache main-

tains a list of every unique route request received and processed. For each request

entry, the route request cache stores a source ID of the request, the destination

being searched, sequence number of the request, minimum forward count, set of pre-

vious hop nodes, and the status of the request (replied or not).

Each CHAMP node also manages a send buffer and a data cache. The data cache

holds copies of packets recently forwarded. Data headers include a source ID, a

sequence number, as well as the previous hop, which is used to indicate where

the same data is cached. The data cache is used to implement packet salvaging

when routing errors occur. Before a node forwards a packet, it saves a copy of

the data in its data cache and sets the previous hop address to itself. When forward-

ing data, the node picks the least used next hop neighbor in order to spread the data

transfer over all possible routes (i.e., load balancing). If no route exists, the node will

broadcast an RERR. However, if the node is the data source, it will initiate a route

discovery.

In the route discovery stage, a source node broadcasts a RREQ and waits for a

RREP. In the event an RREP is not received, a source will retransmit RREQs

using a back-off algorithm. After a specified number of unsuccessful attempts, the

upper layer is informed. When a node receives an RREQ, it assigns a route

request ID and uses the fc (forward count) field of each RREQ to determine the

shortest path to the destination. When the destination receives the RREQ, it sends

an RREP. Intermediate nodes can also send RREPs.

For route maintenance, data acknowledgements are used to determine the state of

a link and, if an acknowledgement is not received from a next-hop after forwarding a
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data packet, the link is deleted from route cache. A node will initiate a route repair

for a limited period of time, if an alternate route does not exist. If unsuccessful, the

node will broadcast a RERR with the data packet’s previous hop (if the data is stored

in the data cache) or any next hop (if the data is not cached).

15.5.7 DYMO

Dynamic MANET on-demand (DYMO) [49] is a current Internet Draft (July 2005)

routing protocol that minimizes the use of network resources and adapts quickly to

network conditions. Each node is responsible for maintaining route and link state

information. All DYMO packets are transmitted via user datagram protocol

(UDP). DYMO consists of three element types: a route element (RE), a route

error (RERR) and an unsupported-element error (UERR). Each element type

includes a portion of a fixed data structure with certain header fields. All nodes

must implement an RE; however, some nodes may ignore an RERR and a UERR.

Any DYMO control packet can be either unicast or MANET-cast (i.e., IP broadcast

address with duplicate suppression).

DYMO is a bifurcate system comprising route discovery and maintenance. In the

route discovery phase, a source node buffers its node address and node sequence

number in its routing element table (RT) before it MANET-casts an RE to its neigh-

bors within transmission range to learn a route to a destination. When the RE reaches

the destination, the node replies with an RE. Interim, intermediate nodes acquire

routing information to the source and destination nodes. In the event a source

does not receive a route, the source may issue subsequent route discoveries accord-

ing to a binary exponential back-off algorithm. During this time, data packets are

buffered. However, after a specified number of failed retries, data packets are

dropped and an ICMP undeliverable message is sent to the application.

DYMO nodes monitor links using several methods such as link layer feedback,

hello beacons, and neighbor discovery and/or route timeouts. Some nodes in the

MANET may act as a gateway to the Internet. Gateways will signify their status

in an RE by setting a gateway bit. Other nodes may advertise connectivity to a

node subset by setting a prefix field in an RE. If an active route is broken, a node

will transmit a RERR to the source node, which in turn will initiate route discovery.

The RERR includes the unreachable node address and node sequence number.

Node processing of a RERR includes setting a route timeout to the current time

(the author assumes that a common time reference among nodes is necessary). If

the element time-to-live (TTL) is zero and the element is the first element, the

DYMO packet is dropped, if the element TTL is zero, but not the first element,

the element is removed. Otherwise, if the TTL is above zero, the element is retrans-

mitted in a packet.

Each node is assigned a sequence number and if the destination sequence number

is known, it is included in the RE. When a node receives an RE, it checks its RT for

the RE address. If the RT does not have a corresponding entry, then it creates one.

Otherwise, the node will process the RE by checking if the route information is stale

or not. If the route is not stale, then the RT is updated and any queued data packets
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are forwarded. If a node receives an unsupported DYMO element type, the node

decides whether to send a UERR and also how to handle the unsupported

element. Regardless of whereas a UERR is sent to a notify-address, the node will

either skip or remove the element from the packet or set an ignored bit and skip

the element.

DYMO does not include security measures but recommends authentication. The

current draft specifies parameter values (e.g., network diameter, RREQ wait times,

and retries, etc.) for a small, well-connected network with moderate node mobility.

However, DYMO is adaptable to large networks, if the parameter values are prop-

erly adjusted. DYMO supports nodes having multiple interfaces and coverage exten-

sion to/from the Internet via a gateway. DYMO supports either IPv4 or IPv6.

15.5.8 DNVR

Presented in March 2005, dynamic Nix-vector routing (DNVR) [50] adopts the Nix-

vector (NV) approach, originally used in wired networks, for efficient on-demand

routing. DNVR provides some unique features such as route validation before

use, a compressed form for source routes and reliance on MAC addresses to identify

neighbors so that IP addresses do not need to be resolved using, for example, the

address resolution protocol (ARP).

The main idea of the original NV routing method for wired networks was to

reduce the number of bits to represent routing information per hop using a neighbor

index (Nix). Each node represents its neighbors with an ordered set (e.g., f0, 1, 2. . .g)
and selects its next hop from this set. An NV is created as a packet propagates

through the network from the source to the destination. When a router receives a

packet it will make a routing decision and inserts a Nix value in the packet header

to add to the preexisting vector length. Once the packet reaches the destination,

the complete concatenation of Nix values will form the NV. The destination

returns the packet to the source and subsequent packets are forwarded to the destina-

tion along this NV path. As a packet passes through a router, the vector length is

decremented by the appropriate number of bits (i.e., a Nix) and forwarded by

using the Nix to index a table of next hop IP addresses, interface numbers and poss-

ibly layer 2 addresses.

Based on the above framework, the DNVR protocol comprises two phases: the

NV creation phase and a mobility management phase. DNVR also relies on three

different data structures: the NV, a neighbor table, and an NV forwarding infor-

mation base (NV-FIB). An NV is a concatenation of Nixes with a NV length

field. The NV length field signifies the number of bits of the NV minus the length

field. As a packet with an NV propagates through a node, a Nix value is removed,

thus decreasing the length of the NV. The Nix comprises a color field and a neighbor

index field. The color field represents the number of bits for the neighbor index of

the neighbor table and the neighbor index field represents the actual index of the

neighbor table used to determine the next hop. To adapt the NV to a MANET

with node mobility, the neighbor index field is of variable length, while the color

field is fixed. This allows the Nix to be a variable number of bits. The color field
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Nb is calculated from Equation (15.1),

Nb ¼ ½log2 index� þ 1 (15:1)

where index [ f1, 2, 3. . .g. The index begins from one due to the insertion of a

hidden bit in the neighbor index field, where bit 1 always comes before the

number specified in the neighbor index field. Thus, the length of the index field is

Nb21 since the color Nb includes the hidden bit and the index value includes the

prefix of the hidden bit.

Each node maintains a neighbor table that is indexed by the Nix value. Each entry

includes the next hop, interface number, and lifetime of the entry. The next hop field

contains the MAC address of the next hop, the interface number indicates which

interface should be used for communicating with the neighbor node and the lifetime

value provides the life of the entry. The NV forwarding information base (NV-FIB)

is a table that stores NVs that are indexed by a path id. The path id consists of

source/destination IP addresses and an NV reply number. An NV-FIB contains

five parameters: a path id, an NV, a metric, state information, and lifetime.

In DNVR, a node initiates route discovery when it does not have a route to a des-

tination. The node buffers data packets and locally broadcasts an NV request

(NVREQ) message, which includes source/destination IP addresses, sequence

number, route metric, a reverse NV and MAC address of a forwarding node’s inter-

face, to its neighbors. Intermediate nodes broadcast or unicast the NVREQ until the

destination is reached. If an intermediate node has an NV to the destination, it does

not generate an NV reply (NVREP) message. Rather, the intermediate node unicasts

the NVREQ to the destination to validate the route and act as a probe to ensure route

accuracy. If an NVREP is returned, the route is validated. Otherwise, a new route

must be discovered. The reverse NV is copied into the NVREP header and returned

to the initiating node. Upon receipt of the NVREP message, the source node can

unicast the packets from its buffer. When a node receives a data packet, it reads

the color field Nb21 and appends the hidden bit to the extracted bits to form the

Nix value and determine the next hop.

DNVR’s mobility management detects routing failures and performs mobility

management functions. DNVR relies on link layer functionality for notification of

link failure. Alternatively, nodes can operate in promiscuous mode to overhear

packet deliveries or failure thereof. If a node detects link breakage, it generates

an NV error (NVERR) message that contains the path id for the route that includes

the broken link, forwards the message to the source, and invalidates any NV in the

NV-FIB that contains the broken link. As the NVERR message propagates back to

the source, NV routes are invalidated in each node’s NV-FIB and the source will

initiate route discovery. As for neighbor detection or neighbor management,

DNVR relies on passive detection and monitoring during an NV creation phase

and when a route is being used.

DNVR scales well to large networks under various degrees of mobility and traffic

volume. While at first glance it may appear that the delay incurred during route vali-

dation would degrade performance, simulations presented in [51] illustrate that
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DNVR is equally efficient to DSR in terms of normalized total control overhead and

provides a higher packet delivery and smaller packet latency.

15.5.9 LAR

Location-aided routing (LAR) [52] is a reactive protocol that attempts to decrease over-

head during route discovery by utilizing location information. Basically, this is accom-

plished by reducing the search space for a needed route, which in turn, reduces the

number of nodes that receive route discovery packets. While this protocol suggests

using the GPS to obtain location information, UWB technology is clearly a viable

alternative option. It should be noted that one difference between LAR and DREAM,

discussed previously, is that DREAM uses location information for data delivery,

while LAR uses location information for route discovery. This distinction naturally

flows from DREAM being a proactive protocol and LAR being a reactive protocol.

LAR presents two algorithms to determine a request zone for forwarding route

requests. In LAR, a source node calculates an expected zone of the destination node

based on previously obtained location information and estimated velocity of the des-

tination node. In this way, the source node can determine a spatial region or expected

zone that the destination node is situated at the time of the route request. If the source

node does not have previous location information for the destination node, then the

entire MANET becomes an expected zone and traditional flooding is used. Thereafter,

the source node defines a request zone for the route request, which includes the

expected zone, and may also include other regions around the request zone. There

are a couple of reasons for additional regions being included. First, if the source

node is not within the expected zone, then a path from source/destination must

include nodes outside the expected zone. Second, if after a timeout period a route

request does not produce a path to the destination, then the source may initiate a

new route discovery with an expanded request zone.

The two LAR algorithms differ in how the request zone is defined. In the first

scheme, we refer to Figure 15.15. As shown, a request zone is defined by the smal-

lest rectangular that includes the source node M and the expected zone (i.e., a circu-

lar region) of the destination node E. In this case, node M broadcasts its route

request, which specifies the route request zone, to all its neighbor nodes. Nodes I

and N will forward the route request of node M since they are in the request zone

of M. However, nodes H, L and Q will not forward the route request, because

they are all out of M’s request zone. Thus, neighboring nodes must determine

whether they are within the request zone or not. When destination node E receives

the route request, it sends a route reply, which includes the current location and time

of node E, back to the source.

In the second algorithm of LAR, the source does not explicitly specify the request

zone. Rather, the source node includes in its route request, the last known coordi-

nates of the destination node (e.g., XD, YD, assuming two-dimensional node move-

ment) at T(0) and an estimated coordinate of the destination node at the time of the

route request T(1). Nodes receiving the route request must then calculate their

distance from location XD, YD as DIST(i). Based on DIST(i), the neighboring
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node applies some parameters a and b, such that if a[DIST(S)]þ b � DIST(i), then

the neighbor node forwards the route request with DIST(i) and XD, YD information.

That is, DIST(i) replaces DIST(S ). Otherwise the node discards the route request.

When the neighbor node (i) forwards the route request to another node ( p),

then the above calculation is repeated except that DIST(i) replaces DIST(S) that

is, a[DIST(i)]þ b � DIST( p)]. An example of this process is shown in

Figure 15.16. Here, nodes I and N forward M’s route request since a[DIST(M)]þ

b � DIST(i) and a[DIST(M)]þ b � DIST(n). However, node Q will not forward

M’s route request, because DIST(q) . a[DIST(M)]þ b.

Since GPS may include some error, the coordinates of a node may not be entirely

reliable. While LAR addresses possible location error in scheme 1 by adding an

error value e to the expected zone radius, scheme 2 does not account for possible

location error. In either case, location error can contribute to the need by a source

node to initiate multiple route discoveries. Moreover, the authors of [52] acknowledge

that more work is needed to determine when the degree of location error nullifies the

effectiveness of LAR schemes. Of course, UWB may alleviate these concerns.

15.5.10 LBR

Link life-based routing (LBR) [51] is another on-demand protocol based on link

life prediction for making path selection, similar to ABR described above. The

Figure 15.15 LAR: scheme 1.
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worst-case expected lifetime of a link (link life) is derived from a linear

regression method over a number of previous time-based distance samples.

Another feature of LBR is that it limits the frequency of a node sending a

beacon. An LBR node that has transmitted a data or control packet within a

beacon-defer interval is not permitted to transmit a beacon. Under these circum-

stances, neighboring nodes can listen in promiscuous mode (i.e., a node can listen

to a neighbor’s packet even if the packet is not addressed to the node) and update

their signal strength information. Accordingly, as the number of sessions

increases, the numbers of beacons sent decreases.

Route discovery begins with a source node broadcasting a route request packet

(RREQ), which includes source/destination addresses, to find a route to a destina-

tion. Intermediate nodes that receive the RREQ append their node numbers and

link lifediff (link lifediff ¼ link life 2 current time). To balance the load, RREQs

are dropped if the number of flows through a node exceeds a flow limit. When

the first RREQ reaches the destination, the RREQ is buffered and a timer is trig-

gered. Subsequently arriving RREQs are buffered until the timer expires. The desti-

nation node then selects the best path and sends a route reply packet (RREP) back to

the source, which propagates through the intermediate nodes where routing infor-

mation is updated in cache. Intermediate nodes also insert a path-expunge time in

cache so an entry can be removed after this time transpires.

Figure 15.16 LAR: scheme 2.
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LBR describes two methods for route maintenance. The first approach is to

use beacons. If a node detects that its beacon count is not incremented after a

beacon-check interval, the node can assume the link is broken. The second approach

is to have the node check for packet drops during a data transmission session.

LBR also describes two methods for route reconfiguration (RREC). A reactive

RREC begins only after the source node is aware of the route break. This occurs

if the first hop is down or if it receives a route error packet (RERR) from an inter-

mediate node. As the RERR propagates through the network, nodes delete route

cache entries. A new RREQ is sent from the destination and buffers arriving

packets until an RREP arrives at the source. The proactive RREC begins to setup

a new path when the path-expunge time expires without waiting for an actual

break to occur. Under simulations, packet delivery is slightly less for proactive

RREC compared with reactive RREC.

15.5.11 MPABR

Multipath associativity based routing (MPABR) [52] is a recent offshoot of ABR,

which establishes multipath backup paths for each communicating node pair. This

overview of MPABR will not reiterate the implementation of ABR, but merely

include the modifications thereto.

MPABR provides multiple loop-free node-disjoint, partial node-disjoint, or dis-

joint routes from the source or node-disjoint routes for intermediate nodes. This

first extension to ABR is implemented in the following way. When the destination

node is collecting broadcast RREQs during the collect replies time period it selects

the shortest hop count, most stable routes based on the above-mentioned multipath

criteria (e.g., disjoint, partial node-disjoint, etc.). A node-disjoint path is when a

path between a source/destination pair does not share any intermediate nodes

with any other path between the source/destination pair. This extension is referred

to as MAPBR. A partial node-disjoint path is when pathways are node-disjoint

except that they permit sharing of each intermediate node with up to one other

alternative route between the same source/destination pair. This extension is

referred to as MP1ABR. A disjoint path is a path formed between a source/destina-

tion pair whereby the path does not use the same neighbor nodes for any two paths

of either the source or destination. This extension is referred to as MP2ABR. An

intermediate node-disjoint path refers to the forming of alternative node-disjoint

paths at every intermediate node in the primary route. This extension is referred

to as MP3ABR. If a link failure on the primary route occurs, a RERR packet is

sent back along the path to the destination. All the intermediate nodes receiving

the RERR check for an alternative route in their routing tables. If an alternate

route exists, then a node will use the newly found route and will not retransmit

the RERR.

Another modification to ABR is aimed at reducing the path setup time, which is

implemented as follows. When the destination node receives the first RREQ, it

immediately sends an RREP to the source, so that, when the source receives the

RREP, it can immediately start forwarding data packets along the specified route.
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This first route is then deleted, if it is not optimal, once the destination selects the

best path and issues another RREP.

The last proposed modification was an attempt to reduce unnecessary broadcasts.

When a node receives a broadcast query it compares the neighbor list of nodes of the

sender with its own list of neighbors. If it determines that its own list is merely a

subset of the sending node’s list, then it does not broadcast the query packet. The

logic is that all of its neighbors will already have received the broadcast by the

time the node transmits it. Performance comparisons between MPABR and ABR

clearly evidence substantial improvement in performance when these extensions

to ABR are implemented.

15.5.12 NDMR

Node-disjoint multipath routing (NDMR) [53] is a modification and extension of the

AODV protocol. NDMR is designed to discover multiple node-disjoint routing paths

using the request/reply technique. NDMR outlines two types of disjoint paths: link

disjoint and node disjoint. Link disjoint paths do not share a common link; however,

they may share a common node, whereas node-disjoint paths do not have any

common node, except for the source and destination nodes, as shown in Figures

15.17 and 15.18.

It can be shown that multipath breakage is related to the number of intermediate

nodes as well as the type of the disjoint path. Further, it can be shown that the prob-

ability of multipath breakage is lower for node-disjoint paths compared with link

disjoint paths. Therefore, node-disjoint paths are more stable and considered a

more desirable path type to be implemented.

Figure 15.17 Node disjoint.

Figure 15.18 Link disjoint.
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Based on the above findings, NDMR aims at building multiple node-disjoint

paths. To accomplish this, the destination must judge whether a path is a

node-disjoint path when it receives an RREQ during the route discovery phase. If

the path is a node-disjoint path, the destination sends an RREP, which contains an

sequential list of intermediate nodes, back to the source node that initiated the

RREQ. The intermediate nodes, along the route, update their routing tables and

reverse routing tables, respectively.

Since AODV relies on flooding RREQs during the route discovery stage, it is

probable that nodes will drop duplicate RREQs, even if the RREQs come from a

different path. On the other hand, to allow nodes to forward all packets would

lead to control overhead saturation. Therefore, NDMR requires nodes to use a short-

est hop metric to determine whether to forward duplicate RREQs. A node calculates

the number of hops from the source to itself and compares that number to the short-

est number of hops in the node’s reverse route table entry. If the number of hops is

larger than the reverse table entry, the duplicate packet is discarded. Otherwise, if it

is equal to or less than the stored entry, the node attaches its address to the RREQ

and broadcasts it.

Given that the destination must select and store “multiple” node-disjoint paths, it

must compare whole routes when it receives duplicate RREQs. If no common node

exists (except for source and destination nodes) between the received RREQ and

previously stored routes in the destination’s reverse route table, the RREQ route

path will be recorded. Otherwise, the route in the RREQ will be discarded. Once

the destination node’s RREP reaches the source node, the source can record the

next hop to the destination in its multiple route forward path table. The source

can begin sending data packets immediately after receiving the first RREP.

NDMR nodes maintain routes by sending out periodic hello packets. If a hello

packet is not received, an RERR is propagated through the network towards the

source. Each node along the path to the source marks the route to the destination

as invalid. The source then selects an alternate node-disjoint path or if none

exists, initiates a route discovery.

15.5.13 PLBM

Although not previously discussed, multicast routing is an important facet in

MANETs and desirable in a number of different situations where MANETs arise.

There are two basic types of multicast protocols tree-based and mesh-based.

Mesh-based protocols usually require more control overhead even though tree-

based protocols rely on flooding. Nevertheless, mesh-based protocols have higher

packet delivery compared with tree-based protocols. Preferred link-based multicast

(PLBM) [54] is a tree-based, receiver-initiated multicast protocol that minimizes

the flooding of join query packets (JQs), by permitting only certain nodes to

forward them.

PLBM nodes maintain local two-hop topology and tree information in a

neighbor’s neighbors table (NNT) and a connect table (CT), respectively. Since

PLBM is receiver initiated, it is the responsibility of each member node to
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acquire a connection to the multicast source. The multicast construction phase

requires that a member node send a JQ only if the node is not connected to the multi-

cast source, the NNT does include a tree node, and at least one neighbor is present in

its NNT for forwarding the JQ. In the event that a tree node (i.e., multicast source,

connected member, or forwarding node) is found in the member’s NNT, then the

member simply sends a join confirm message to the tree node, without flooding.

If all the above conditions are met, then the member computes the preferred link

table (PLT) using the preferred link-based algorithm (PLBA).

The PLBA assigns preference to nodes with high neighbor associativity (i.e., the

number of neighbors of a node), thus reducing the number of nodes required to

include all the nodes in the NNT and the number of JQ transmissions. PLBA

obtains two-hop topology information from an NNT. To summarize PLBA, the

current forwarding node excludes all its neighbors that have already forwarded

JQ, neighbors that are shared by nodes in the preferred list, nodes that are neighbors

to nodes in the traversed path of JQ, and multiple copies of a JQ reaching a node

through nodes that are neighbors of nodes in the previous node’s preferred list.

Next, the node starts selecting neighbor nodes for the preferred list in the order of

their associativity. PLBA excludes those neighbors that are neighbors of the cur-

rently included node. Thereafter, the nodes are stored in the preferred list table

(PLT) whose neighbors are not covered by nodes in the preferred list. The PLBA

eliminates (from the PLT) redundant nodes and nodes that are neither the destination

nor have any other new outgoing links. Based on the PLBA, the number of nodes

selected to forward JQ is small and is executed only when no tree node is present

in the NNT or the CT.

Once the PLT has been constructed, the member node selects the first X entries to

send JQs. A JQ is sent as a unicast packet only to one of the preferred nodes, while

all other preferred nodes receive the JQ in promiscuous mode. Each intermediate

node that receives a JQ checks its eligibility (i.e., whether the node is in the PL

field of the JQ) for forwarding and, if it is not eligible, the JQ is discarded. If a

node is connected to the multicast tree, it sends a join reply packet (JREP) to the

source JQ node and triggers a timer to receive a join confirm packet (JCON) from

it. Otherwise it forwards the JQ packet using the same conditions described

above. A JREP travels a reverse path of the corresponding JQ. Intermediate nodes

discard duplicate JREPs and forward (unicast) unprocessed ones. Neighbor nodes

may listen using promiscuous mode. When the first JREP reaches the source, a

join confirm packet (JCON) is sent back, while JREPs with the same ID and

having the same or lower sequence number are discarded.

Having established a connection, data packets are unicast to minimize collisions

and neighbors use promiscuous mode. PLBA uses two mechanisms for route main-

tenance. Link breaks are detected based on either not receiving a beacon within a

specified interval or the absence of a CTS (clear to send) packet after multiple

retransmissions of RTS (request to send) packets. If a tree node finds a more

optimal path from the multicast source than its current uplink during a multicast

session, the node sends a prune me message to the current uplink node and a

JCON to the new member node.
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15.5.14 RDMAR

Relative distance microdiscovery ad hoc routing protocol (RDMAR) [55] utilizes a

relative distance microdiscovery algorithm (RDM) to minimize flooding of the

entire network during the route discovery phase. RDMAR is loop-free and does

not require location assistance methods (e.g., global positioning system) to limit

the region of query flooding.

When no route to a destination is known, a node has two route discovery options,

either to flood the entire network with route query packets (RREQ) or limit the region

of flooding. A source node selects entire network flooding if no previous communi-

cation information between the source/destination pair is available. Otherwise, the

source node accesses previous routing information in its routing table regarding

the desired destination. Every node maintains a routing table that lists all known des-

tinations, and respective routing information, such as next hop, an estimate of the

relative distance in hops between the source and destination, last update time,

route active flag, and route lifetime information. Based on the stored routing infor-

mation, a node calculates a new relative distance, in terms of hops, to the destination.

In general, RDM uses the last update time of a destination node entry to calculate

a t-motion interval. The source node then calculates an expected minimum and

maximum relative distance (i.e., radius-min, radius-max) to come up with a normal-

ized radius, in terms of hop distance, that is inserted as a time-to-live value in the

header of an RREQ (see Figure 15.19). Once an RREQ is transmitted, every node

that receives the RREQ creates a reverse route to the source and discards copies

Figure 15.19 Illustration of RDM procedure.
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of the RREQ to minimize control overhead. A route reply (RREP) can be sent only

by the destination node of the RREQ in order to avoid stale routes. If an RREP is not

received, the source is governed by an exponential back-off algorithm and limited to

a specified number of retransmissions. RDMAR also includes an urgent route reply

packet (U_RREP) in the instance where a node becomes completely disconnected

from the rest of the network, and during re-entrance, a pending RREQ exists.

When a connected node realizes its new neighbor, it transmits a U_RREP to all

nodes that need a route to the entering node.

During data packet transmission, intermediate nodes forward the data and also

send messages to previous nodes in order to establish bidirectional connectivity

and to secure route information for future acknowledgements back to the source.

Upon load failure and retransmission failure, a node initiates the RDM algorithm

for local repair or may notify the source depending on the intermediate node’s proxi-

mity to the source/destination. When the intermediate node that experiences link

failure is close to the source, it enters a failure notification phase (FN). An FN

packet is transmitted and received only by other nodes that rely on the intermediate

node to reach the destination. This is accomplished by nodes maintaining a depen-

dent list (DL), which lists all the neighbors that use the node as a router to reach a

destination. When an FN packet is received, a node deletes the associated route to

the destination. If a node that has an empty DL receives an FN packet, the node

uses its routing cache to forward the FN packet to its destination. Finally, to

reduce error messaging, nodes maintain a copy of a data packet to allow retransmis-

sion through an alternate path, if one exists.

15.5.15 SOAR

Source-tree-on-demand adaptive routing (SOAR) [56] is a protocol that depends on

the exchange of minimal source trees (MSTs) containing link state information to

neighbors for routing to active destinations, as shown in Figure 15.20. Sequence

numbers are used for updating and validating minimal source trees, which

reduces overhead. SOAR depends on lower (link) layer notification or unsuccessful

transmissions as a measure of link connectivity to neighbors and does not rely on

periodic link state beacons. SOAR can be implemented on top of UDP and IP and

has access to data packets from the network and upper layers.

Figure 15.20 shows the minimal source tree of router I advertised to its neighbor-

ing nodes. Router I is aware of the links to nodes J–U. However, router I only has

active flows to destinations L, N, Q, and U. In this case, router I only advertises those

links within the curved boundary. For example, router does not report links K–M,

L–O, Q–S, and R–T.

When a router receives a data packet from the application layer, if it has a route in

its route table to the destination, the data is immediately forwarded to the next hop.

However, a router will initiate a route discovery when it does not have next-hop

information to the destination. In this case, the router buffers the data and transmits

a nonpropagating query packet to its neighbors requesting link state information to
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generate a route to the destination. If no reply packets are received, then the router

sends a propagating query packet with a max hop limit. If need be, this process

oscillates between nonpropagating/propagating queries, continually increasing the

timeout period, until a specified number of attempts have been made. Each router

manages a query table to manage the queries sent for each destination.

When a router receives a data packet from the network and a path to the destina-

tion is not known or it determines forwarding could lead to a loop, the router will

discard the data and send an update packet to its neighbors for an alternate path.

To limit the number of update packet transmissions based on incoming data

packets, the router adheres to a minimum update time interval. A neighbor sends

a reply packet in response to a query if it has complete path information to the desti-

nation based on its MST. Otherwise, the neighbor will forward the query to its neigh-

bors, if the max hop and timeout period permits. A node will forward a reply packet

if it is in the path of the source/destination pair, has a path to the query router and

has a new route to the reply router. Otherwise, the node will send an update packet if

there is an increase of distance to an important destination.

Each control packet (e.g., query, reply, and update) includes multiple link state

information updates and is sent unreliably in a limited broadcast. A router uses

LSU information to update a partial topology table (PT) and the MST. A modified

Figure 15.20 Minimal source tree exchanged by SOAR.
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Bellman–Ford or Dijkstra’s SPF is used as a path selection algorithm on the PT to

calculate a source tree (ST) and update the RT. SOAR designates important nodes as

nodes that act as a router/relay or are sending data packets. A router determines the

important nodes by a path traversal through the ST. Routers also maintain a distance

table (D), where each entry specifies a destination sequence number and a last heard

time. Each router is assigned a sequence number and each link is assigned a cost,

where 1 equates to link failure. A router will increment its sequence number

when an adjacent link is broken or a new link is formed. The outgoing links of a

router have the same sequence number. If a head node in the PT has links with differ-

ent sequence numbers, the router will send packets along the links with the higher

sequence number and delete the lower sequence link.

Figure 15.21 illustrates some examples relating to minimal source trees and

partial topology tables. These examples assume that the network has converged to

the same sequence number for each node and that all nodes are important to each

other. As shown, when link (A–B) breaks, node A increments its sequence

number to 31. Node A also reports this break to node C; however, node D’s

update has not reached node C, so the minimal tree of node D remains the same.

Example 8 in Figure 15.21 illustrates the partial topology table of node D that

reflects the link (A–B) break and assigns and advertises a sequence number of 31

with an infinite cost.

Figure 15.21 Examples of SOAR’s update and exchange of link state information.
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SOAR is considered bandwidth-efficient because it produces minimal overhead

by reducing flooding and capitalizing on the redundancy of MSTs at the expense

of suboptimal routes. Additionally, SOAR does not require periodic link state bea-

coning when there are no network changes. Rather, a SOAR node selectively adver-

tises link states of links that only have active flows to its neighbors.

15.5.16 TORA

Temporally ordered routing algorithm (TORA) [11, 57, 58] is a protocol based on a

“link reversal” algorithm that builds a directed acyclic graph (DAG) rooted at the

destination. Multiple routes to a source–destination pair are created to avoid over-

head when a topological change arises and to provide a quick reaction to such

changes. When a reaction to a topological change is necessary, control overhead is

minimized to the locality of the change. TORA is loop-free and scalable since

nodes only maintain information about adjacent nodes. TORA is a ternary system

that provides three basic functions: route creation, route maintenance, and route

erasure.

Figure 15.22 illustrates route discovery for TORA. If a node does not have a route

to a desired destination, the node floods the network with a query packet (QRY),

which includes a destination ID. When a node with a route to the destination or

the destination itself receives the query packet, it broadcasts an update packet

(UPD), which includes the destination ID and a value (analogous to height) with

respect to the destination. As the UPD propagates towards the source node, each

node assigns itself a height value greater than the height value of the node

sending the UPD. Also, each node, other than the destination, maintains a link-

state array (LS) for each link. The height values provide the state of a link and its

Figure 15.22 Route discovery.
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direction. If a node is higher than its neighbor, the link is marked “up,” and if the

reverse is true, then the link is marked “down.” The height of the destination is

always zero. Links that are undirected are assigned a null value.

Nodes with a height value other than null perform route maintenance. TORA

outlines a number of scenarios for route maintenance regarding a node, other than

the destination node, that has no downstream links but needs to modify its height.

Figure 15.23 depicts a logical flow chart for five situations relating to route maint-

enance. In situation 1, if a node does not have a downstream link due to link failure,

the node will define a new reference level if it has at least one upstream node, other-

wise, it will set its height value to null. In the second situation, a node sends the

reference level of its highest neighbor and selects a height that is lower than all

neighbors with that reference level. In the third situation, a node receives the

same height level from all its neighbors and the node reflects back a higher

sub-level by setting an r bit.

In the fourth situation, if the node defines a reference level and the level propa-

gates back to the node as a higher sub level from its neighbors, then a network par-

tition exists. The node then must initiate a route erasure. In situation 5, a link failure

occurs between the time the node propagates a reference level and the return of a

Figure 15.23 Logic flow for TORA’s route maintenance.
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higher sublevel from its neighbors. In this situation, a partition may not exist, so the

node defines a new reference level. In any scenario, once a node determines its new

height, it broadcasts a UPD to all its neighbors.

If a network partition is detected, a node sets its height and all its neighbor’s

height to NULL, updates its LS and broadcasts a clear (CLR) packet. The CLR

packet includes a destination ID and a reference level. Nodes that receive the

CLR packet and have a matching reference level set their height value to null,

unless the node is the destination, in which case its height value is set to zero.

TORA assumes that packets are received sequentially and correctly. TORA also

assumes that the lower level protocol provides for neighbor awareness. In [11], it is

discussed that TORA is implemented on top of the Internet MANET encapsulation

protocol (IMEP) to support these requirements. TORA is considered best for large,

dynamic, bandwidth-constrained networks. Performance comparisons in [11]

revealed that overhead in TORA is significant compared with DSR, particularly

when there is high mobility. The packet delivery ratio as a function of node mobility

rate and network load (i.e., number of sources) was also measured for TORA. TORA

performed better in lower network load scenarios, regardless of node mobility,

whereas in higher network load situations, packet delivery dropped.

15.6 POWER-AWARE ROUTING

A sector of the research community is focused on the development of routing pro-

tocols whose aim is to reduce energy expenditure for packet delivery to the destina-

tion. A further extension of this idea is to prolong the network lifetime and prevent

network partitions from developing due to node failure. Thus, saving energy in an ad

hoc network falls under two primary categories: power control and power manage-

ment. In light of the above criteria, PAR is a special type of protocol and interest in it

has grown since the application of power control and energy conservation is far-

reaching and germane in MANETs with scarce power resources.

The centerpiece of power control is the selection of the appropriate transmission

power, which dictates the range of the signal and the number of nodes that will

receive it. It has been shown that reducing the transmission power can improve

network capacity (i.e., simultaneous transmissions within a region of the

network), yet may reduce connectivity and create network partitions [59]. Krunz

et al. [59] discuss various approaches for transmission power control from both a

network and an MAC layer standpoint.

While transmission power is a major consumer of energy, a wireless node also

consumes energy in idle mode, when for example it performs computations or

data collection. A wireless interface also consumes power even when idle and a

transceiver consumes power in both receive and transmit modes. Thus, depending

on the network traffic and the computational complexity of the routing approach,

this additional consumption of power can be considered.

Power management for MANETs can span and utilize all layers of the protocol

stack. Table 15.5 illustrates some well-known techniques that address power
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conservation in MANETs [60]. One power saving technique for nodes of a MANET

is operation in sleep mode. The author is aware of three approaches to sleep mode

operation: connected active subset, asynchronous wakeup and synchronous wake up

[61]. Interestingly, similar to MANET routing protocols, power management

approaches range from proactive (nodes active all the time) to reactive (all nodes

in power saving mode by default). Examples of power management schemes will

not be presented.

While PAR protocols offer identifiable benefits, typically these benefits are jux-

taposed by a decrease in network throughput and an increase in packet delay.

Accordingly, PAR may not be suitable for all MANET applications and network

types.

15.6.1 BEE

Battery energy efficient (BEE) [62] is a routing protocol that manages battery con-

sumption in order to maximize the lifetime of the network. Nodes are assumed to be

battery-powered. The basis of BEE stems from two principles of battery operation:

recovery effect and rate capacity effect. The recovery effect relates to the fact that the

performance of a battery is enhanced when it is discharged in short time intervals

with idle periods in between vs continuous discharge, because during the idle

periods the battery partially recovers its lost capacity due to a diffusion process.

The rate capacity effect states that a battery delivers less energy when the requested

TABLE 15.5

Protocol Layer Power Management Approches

Data link 1. Turn radio off or operate in sleep mode

2. Avoid retransmissions

3. Avoid collisions in channel access

4. Use contiguous slots for transmission and reception

5. Have receiver in standby mode whenever possible

Network 1. Consider battery life in route selection

2. Reduce control overhead

3. Minimize control packet size

4. Consider route relaying load

5. Efficient route reconfiguration techniques

Transport 1. Manage packet loss locally

2. Use power-efficient error control

3. Avoid retransmissions

Application 1. Utilize base stations for power-intensive

computations and avoid using mobile nodes

2. Use an adaptive mobile QoS scheme

3. Use proxies for mobile clients
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current exceeds the rated current value, which depends on the chemistry of the

battery.

BEE nodes are limited to a predetermined transmission range, which is a function

of the distance between source–destination pairs. For nodes within this predeter-

mined transmission range, the transmission energy is divided into a few levels

from e-minimum to e-maximum. The recovery effect and its impact on battery

status (an energy increase) are calculated based on the transmission rate and a

mean energy value for a node to transit a packet. Conversely, the battery status is

reduced, in light of the rate capacity effect, when the energy level to transmit is

greater than e-minimum. Under this framework, the routing algorithm of BEE

assigns a cost to each route based on battery behavior and the energy transmission

amount.

15.6.2 EADSR

Energy aware dynamic source routing (EADSR) [63] is an extension to DSR

(version 9) for selecting minimum energy routes. EADSR nodes are able to

measure signal strength received and use dynamic power control on each packet

transmitted. The measure of energy consumption is loosely proportional to transmit

power. EADSR requires that a node know its min/max transmit power, and the

receiver sensitivity of their interfaces, and is able to operate in promiscuous

mode. EADSR relies on the MAC layer to support bidirectional links. EADSR is

gaged for MANETs with static or low mobility.

When a source needs to transmit a packet, the packet header will include, in

addition to route information, the minimum power that the packet is to be trans-

mitted for each hop of the route. If the node does not have a route to the destination,

a route request is broadcast at maximum power. The route request packet will

include link energy information (LEI) for every link in the route (at this point

only the source exists) as well as the transmit power set to maximum. Intermediate

nodes compute the minimum recommended transmit power (MRTP) based on the

nodes’ interface transmit power and receiver sensitivity. When the request packet

reaches the destination, a reply packet is transmitted back, and the nodes in route

use the computed MRTP to transmit the packet.

For route maintenance, when a data packet propagates through the network,

nodes compute new estimates for MRTP and compare these values to the MRTP

values in the header. If a predefined difference exists, a link flag is set in the

header and when the data packet arrives at the destination it sends a gratuitous

reply to the source with the corrected MRTPs. In cases where an MRTP is set

below a minimum or above a maximum level of a transmitter, the MRTP is adjusted

to the maximum or minimum level of the transmitter.

15.6.3 MTPR/MBCR/MMBCR/CMMBCR

In [64], there are four PAR approaches discussed. The first PAR is minimum total

transmission power routing (MTPR), which depends on obtaining a route with
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minimum total power. The route with the minimum total power can be determined

from a hop-by-hop transmission power metric from source to destination. Noncom-

munication-related power consumption is not considered. This approach can be

applied to a standard shortest path algorithm such as Dijkstra and Bellman–Ford.

However, the Dijkstra algorithm can result in selecting a path with more hops, con-

comitant to which an increase in end-to-end delay and greater instability (node

movement).

The second PAR approach is minimum battery cost routing (MBCR). MBCR

considers the total transmission power as an important routing metric; however, it

considers more directly the lifetime of each node. In this regard, the battery capacity

of a node is inversely proportional to cost—as battery capacity decreases the cost for

that node increases. The MBCR approach tries to minimize the overuse of select

nodes, analogous to load balancing. However, this approach is limited toward

achieving this objective, since the selection of a route is based on the summation

of battery capacities in a route. Therefore, it is possible to select a route with a

smaller total battery capacity cost, but containing one or more nodes close to

battery depletion.

The third PAR approach is min–max battery cost routing (MMBCR). MMBCR

addresses the above issue by avoiding the selection of a route that contains nodes

having minimal or least battery capacity comparatively speaking to the other

nodes in alternative routes. Disappointingly, such a criteria could lead to selecting

a route that has a higher total battery cost. Lastly, conditional max–min capacity

routing (CMMBCR) is a further modification of the above by setting a battery

capacity threshold value. Therefore, all nodes within a particular route must meet

the threshold level. If this is true, then the route with the minimum total transmission

power is selected.

While CMMBCR appears to present the more efficient PAR approach, there has

been a recent modification to MTPR [65]. In [65], the authors propose a new routing

strategy called Q-MTPR that couples the energy issues of MTPR with a QoS routing

strategy. Briefly, Q-MTPR does not only use energy state information, but

also resource state information such as bandwidth, delay, and jitter to select a prefer-

able path.

15.6.4 PARO

Power-aware routing optimization (PARO) [66] uses a minimum transmission

power routing metric, without consideration of the cost of listening and processing

overhead. The primary construct of PARO is designed for static environments (e.g.,

sensor networks); however, application to mobile environments is permitted with

additional enhancements, such as route maintenance.

PARO implementation is divided into three main areas: overhearing, redirecting,

and route-maintenance. The PARO model requires that nodes be able to dynami-

cally adjust their transmission power on a per-packet basis. Nodes must also be

capable of overhearing and measuring the SNR of neighbor transmissions that are

above a threshold level. Lastly, PARO assumes transmission power reciprocity
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between two nodes on any given link. To minimize interference, PARO assumes a

MAC, such as CSMA.

Route discovery is on a per-node on-demand basis. Nodes listen to transmissions

of neighbors and measure SNRs to learn MTP toward neighborhood nodes. Each

node maintains an overhear table and runs an overhearing algorithm that compiles

this information in order to create or refresh an entry in an overhead table. The over-

head table contains the ID of the overhead node, time of the overhearing and the

MPT to communicate with the neighboring node. The MTP information can be

placed in headers of outgoing packets.

In conjunction with the overhearing algorithm, a redirecting algorithm is used to

perform route optimization and to select new routes that require less transmission

power to forward packets. The redirecting algorithm consists of two basic functions:

a compute–redirect and a transmit–redirect. The compute–redirect decides whether

route optimization is feasible and the transmit–redirect decides when to send route–

redirect messages. Each node maintains a redirect table and entries are created when

route optimization is feasible. Each entry includes source/destination IDs, creation

time of the entry, previous/next-hop IDs and the total transmission power for route

traversal.

Once the node finds a path that requires less transmit power, the node becomes a

redirector and transmits a redirect message to the sender. The redirect message

includes a new energy efficient path with an optimization percentage value

(OPV). However, only one redirector between two communicating nodes can be

added to a path at a time. Accordingly, PARO may require multiple iterations to

attain a fully optimized route. In the event of redirector node contention, the OPV

can be used by the source. Additionally, potentially contending redirecting nodes

can overhear redirect messages (OPV) and refrain from sending redirect messages,

thus reducing overhead.

PARO avoids transmitting signaling packets for route maintenance and primarily

relies on data traffic. However, when data traffic is low between nodes, then PARO

requires enhancements to the overhearing and redirecting algorithms. Overhearing is

modified in that a source node will transmit route-maintenance packets toward a des-

tination whenever there are no data packets to transmit within a route-timeout period.

Redirecting is modified since mobility can affect the position of redirector nodes

along a route in such a way that transmission power is not optimized. Therefore,

nodes transmit route–redirect messages to any given source to overcome this

problem. In this process, a node may overhear a transmission to another node that

has moved. A route-redirect message informs a source to re-route its data packets

toward a new next-hop node along a designated route to reach the same destination.

A recent publication in 2005 [67] concludes that PAR with BASIC-like power

control (e.g., PARO) is less energy-efficient than a conventional shortest-hop

routing protocol with BASIC-like power control. This finding runs contrary to pre-

vious studies. For those unfamiliar with BASIC protocol, it is similar to IEEE

802.11 where request-to-send (RTS) and clear-to-send (CTS) packets are sent at

maximum transmit power. When a destination receives a RTS packet, it determines

a minimum transmit power level (MTPL) and includes this information with the CTS
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packet before it transmits the CLS packet back to the source. Following this RTS/
CTS exchange, the source and destination transmit data and acknowledgements at

MTPLs.

The basic idea behind the above conclusion is that PAR will route a packet through

more hops with minimum transmit power than a shortest path route to the destination.

In addition, BASIC-like power control does not provide spatial reuse, thus packets

travel longer hops, which create more overhead, more contention and decreased

throughput. Accordingly, PARO with BASIC power control may provide less

energy savings than shortest-path routing with BASIC-like power control.

15.6.5 PAWF

Power-aware weighted forwarding function (PAWF) [68] is a position-based routing

protocol with power-aware capabilities for hop-by-hop routing with energy effi-

ciency and network lifetime improvement. The power-aware forwarding function

requires position and energy information of nearby neighbors and the position of

the destination. PAWF assumes that nodes use a GPS device for position infor-

mation. PAWF relies on beacons for the exchange of neighbor information and

updates are based primarily on periodic beacons, but piggybacking and MAC

layer failure feedback are used to increase accuracy. The periodic beacon includes

position information, an energy consumption value and an energy residual value of

the sender. Nodes also maintain a neighbor table, which includes neighbor ID,

position and energy information based on the periodic beacons received. PAWF

relies on two modes of operation: greedy forwarding and recovery. The forwarding

function utilizes the neighbor information to select the next hop node. Figure 15.24

illustrates a simple model of PAWF.

Figure 15.24 PAWF model.
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Unlike some other PAR protocols, PAWF claims that it does not induce

additional routing overhead. The energy cost added by a GPS device is considered

negligible and omitted. Additionally, the energy consumed by nodes when in sleep-

mode or during idling time is disregarded. PAWF nodes use only one fixed power

level for transmission of packets.

PAWF ordinarily applies a greedy mode with an asymmetric exponentially

weighted forwarding function, where the next hop node is chosen from a candidate

set N0c based on weighted values. Asymmetry means that the forwarding goal (i.e.,

equalizing the energy usage of nodes and network lifetime) and the energy con-

sumption metric are calculated under different weight values in the forwarding func-

tion. The greedy mode operates as the candidate set is nonempty and at least one

neighbor is closer to the destination than the current node. However, if the

current node does not have a neighbor that can offer positive forwarding achieve-

ment, then PAWF applies a recovery strategy called the planar graph face-method

used in greedy perimeter-stateless routing (GPSR). This recovery strategy forwards

packets by a right-hand rule on the faces of a planar graph, which is distributed

among the nodes in the network. However, the recovery strategy does not yield

the shortest path nor is it power-aware. PAWF does not switch back to the greedy

mode until a packet reaches a node that is closer to the destination than the node

at the entrance of the recovery process.

PAWF defines two aspects of the forwarding function: forwarding achievement

and candidate set of the next hop node. The forwarding achievement Gain(n) of

node n is defined as: Gain(n) ¼ Distance(c, D) – Distance(n, D), where c represents

the current node and D represents the destination. The candidate set N0c of the next

hop node is the set of all neighbors of the current node c, which have a shorter dis-

tance (i.e., positive forwarding achievement) to D than c.

PAWF uses two energy consumption metrics that are applied to the weighted

function, namely, node residual energy and node energy consumed. In the greedy

forwarding mode, only nodes belonging to the candidate set N0c qualify to be selected

as the next hop. The weighted forwarding function is defined as:

FC ¼ (ni) ¼ exp
Gain(ni)

MaxGain

� �2

þ exp 1�
Ec(ni)

MaxEc

� �
þ exp

El(ni)

MaxEl

� �
(15:2)

where for every candidate node ni we have Gain(ni) (previously defined); Ec(ni)

denotes consumed energy; El(ni) denotes residual energy; and the maximum for-

warding achievement, the maximum energy consumed and the maximum energy

residual values of all nodes in the candidate set N0c are denoted as MaxGain,

MaxEc, and MaxEl, respectively. The weighted forwarding function selects the

next hop node for the current node c, such that FC(nnext) is the maximum over all

ni that are members of the candidate set N0c.

The underlying theme of this weighted forwarding function is that energy con-

sumption metrics and the forwarding achievement value are not applied linearly

(applied linearly meaning that a small value of forwarding achievement is
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counterbalanced by a large residual energy value, which may result in more hops,

increased delay and relay operations). Rather, a node with a larger forwarding

achievement and low battery level may be selected as the next hop compared

with a node with a smaller forwarding achievement and larger battery level. Thus,

PAWF obtains better results in forwarding achievement while maintaining power-

awareness.

15.6.6 MFP/MIP/MFPenergy/MIPenergy

Conventional routing protocols focused on power/energy conservation did not take

into account other network performance metrics such as the throughput and the end-

to-end delay. For ad hoc networks adopting UWB, several routing schemes with

energy-aware and link-adaptive routing metrics were proposed in [69]. The

ranging capability offered by UWB is utilized and adaptive modulation is applied

to take advantage of favorable link conditions.

The main idea behind the energy-aware and link-adaptive routing metrics is that,

by considering the link quality in the corresponding routing metrics, the inherent

spatial diversity of the multihop network is efficiently exploited. Additionally,

taking into account the nodes residual battery capacity results in extended

network lifetime. Therefore, based on the availability of a node’s location, link

quality and next hop battery capacity information, the routing metrics in [69] inte-

grate the measure of next hop remaining battery capacity with the throughput per-

formance measures, that is, maximum forward progress (MFP) or maximum

information progress (MIP).

There are four routing metrics discussed in [69], that is, MFP, MIP, MFPenergy,

and MIPenergy. MFP measures the one hop throughput in terms of forward progress

in the direction to the final destination with the aim of minimizing the total number

of hops to the destination. MFPenergy combines the neighbor node’s remaining

battery capacity with the forward progress of that node, so it can avoid the selection

of nodes with lower residual battery capacities and prolong the network lifetime.

MIP adapts the number of transmitted packets to the link quality and then balances

the achievable next hop transmission distance and spectral efficiency. MIPenergy

additionally considers network lifetime in addition to other criteria used by MIP.

15.7 HYBRID ROUTING

A notable and perhaps natural transition from the development of purely proactive

or reactive protocols to the development of hybrid protocols has taken place.

Protocol designers are beginning to cherry-pick favorable attributes of one or

more routing approaches, including but not limited to proactive, reactive, and

geography-based, and combine them to form a hybrid routing approach. Undeni-

ably, hybrid protocols provide greater scalability and adaptability to varying

network states. This is accomplished by adjusting the contribution of each com-

ponent of the hybrid protocol according to measurable and predictable network

characteristics and desired performance metric(s). While it is evident that trade-offs
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still exist, hybrid routing attempts to manage these trade-offs in an optimal way, both

in time and space.

There are two primary schemes found in hybrid protocols, namely cluster-

centric and node-centric [70]. In cluster-centric schemes, clusters are formed

with a static or variable periphery that serves as a partition between routing strat-

egies. Alternately, in node-centric schemes, each node acts as a central node to an

arbitrary number of surrounding nodes (i.e., an implicit cluster) having its own

routing design.

15.7.1 MultiWARP

Multihop wireless ad hoc routing protocol (MultiWARP) [71] is a distributed pro-

tocol that tries to minimize the number of route request (RREQ) packets sent

during route discovery. To minimize flooding of RREQs, MultiWARP applies the

NP-complete set covering problem combined with a hybrid routing approach. The

hybrid routing approach uses a proactive routing algorithm with a region awareness

limiter in terms of hop-count distance.

Each node maintains a routing table and, when data needs to be transmitted, the

source node searches the table for the desired destination. If the destination is

present, the packets are forwarded with source-routing headers. However, if the

routing table does not contain a route to the desired destination, a reactive request

packet (RREQ) is generated and a limited broadcast with a TTL of 1 takes place.

To minimize the number of nodes that the RREQ propagates through to reach the

destination, a set of candidate nodes that provide set cover must be determined.

Based on the topology already known, nodes are selected that are one hop less

than the awareness region. Any nodes that are terminating are discounted and

nodes that can be reached using fewer hops are selected. These sets of candidate

nodes have knowledge of all nodes within MAX-HOPs from themselves, which

in turn, can determine their candidate nodes, so that the RREQ packets can be cover-

cast to find a route to the destination. Using the set covering problem, matrices are

constructed to find the optimum solution(s) or minimum subsets to completely cover

the candidate nodes. Since multiple solutions are probable, for each solution the

overlap of covered nodes is calculated. In this way, the selected solution is robust

and will have alternate paths in place, in case links should break during the route

discovery process.

RREQs include the addresses of previously visited nodes so that these nodes are

not considered as candidate nodes at the next RREQ initiating node. Alternatively,

to reduce packet overhead, this information can be calculated from a subsequent

RREQ initiator’s routing table.

For route maintenance, each node broadcasts a routing update (RUPDT) packet

to its direct neighbors (i.e., one hop). Each RUPDT contains all the routes that are

less than or equal to a MAX-HOP value (region awareness). Further, each route con-

tained in the RUPDT includes an expiry counter to remove stale nodes. The expiry

counter decrements by one after it is transmitted until it reaches zero and the route is

expunged.
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15.7.2 SHARP

Sharp hybrid adaptive routing protocol (SHARP) [72] is a highly adaptive hybrid

that employs both a proactive and reactive protocol to conduct routing. A unique

feature of SHARP is that each node can dynamically tailor its operation toward

one of three application-specific performance metrics at the routing layer, specifi-

cally, minimizing packet overhead, bounding loss rate, and controlling delay

jitter. SHARP relies on data and network characteristic measurements to dynami-

cally adjust zone size and the amount of control overhead generated in a local

region of the network.

The proactive routing component of SHARP is based on DSDV and TORA.

SHARP defines a proactive zone around one or more nodes that are the centerpiece

of data activity (hotspots). These nodes are designated as center nodes within a

proactive zone and serve to establish a zone radius. As shown in Figure 15.25,

nodes D and L are designated as center nodes for their respective zones. SHARP

dynamically adjusts the zone radius of a proactive zone based on the degree of

data activity and mobility of the network (i.e., designating a center node having

high data activity with a large zone radius). All other nodes within a proactive

zone use node-specific proactive routing to maintain a route only to the center

node. Nodes that are not within a proactive zone, typically nodes with little or no

data traffic, rely on reactive routing, to be discussed below.

Figure 15.25 Proactive zones constructed around destinations.
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SHARP employs a DAG rooted at the destination for route creation and main-

tenance, similar to TORA. The DAG is constructed using a construction protocol

and maintained using an update protocol instituted at periodic intervals. The center

node broadcasts a construction packet, which contains a DAG ID, zone radius, and

TTL, within its proactive zone. Each node within the proactive zone is assigned a

height value for routing and such nodes forward the construction packet once after

waiting a random time interval. The update protocol relies on periodic beacons

with a TTL of 1 for route maintenance. Lost update packets or the inability to

transmit data to a neighbor serves as a detection mechanism for link failure.

Failure recovery is based on TORA; however, unlike TORA, the construction

protocol periodically reconstructs the DAG to ensure a path exists to the destina-

tion. Event-triggered control packets are used for link-failures; however, if a high

periodicity for update packet transmissions exists, event-driven control overhead

may be superfluous.

The reactive component of SHARP is based on AODV routing protocol, but with

route caching enhancement. Nodes that reside outside a proactive zone rely on

AODV route discovery, which requires broadcasting a route request. If a response

node is within a proactive zone, it acts as an intermediary to the destination,

setting the destination height to zero. When the responding node receives the data

packets, it forwards them to the destination using proactive routing.

SHARP nodes monitor network characteristics, such as average link lifetime,

average node-degree and forward this information to the center node. The center

node processes this statistical information, along with data characteristics, such as

the number of sources and distances thereof, to compile a new zone radius. The

new zone radius is broadcast to the nodes of the new proactive zone before DAG

reconstruction. Concurrently, to attain different application-specific goals and

fulfill an optimal balance between proactive and reactive routing, SHARP utilizes

different mechanisms. SHARP-PO protocol performs quantitative analysis to deter-

mine the optimum radius for proactive zones so as to minimize packet overhead in

the network. SHARP-LR protocol is used to minimize loss rate and SHARP-DJ is

used to provide an application-specific delay jitter.

15.7.3 SLURP

Scalable location update-based routing protocol (SLURP) [73] is a location-aware

routing method where each node has GPS capabilities. In SLURP, the MANET is

considered rectangular in shape such that it is divided into multiple home regions,

each having a unique ID. Each node also has a unique address and is aware of its

neighbors (e.g., MAC layer information). SLURP also requires a static mapping f

that maps a node’s ID to a particular home region, as in Equation (15.1):

f (NodeID) ! Region ID (15:3)

The function f provides: (a) an even distribution of nodes within every region; (b)

scalability to different geographic sizes or shapes; and (c) that the exit and entry
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of nodes in the network are transparent. All SLURP nodes of the MANET have this

mapping information. As shown below, Figure 15.26 illustrates an example network

using the above-described location management of SLURP. Each SLURP node

maintains a table containing every home region addresses. In this regard, SLURP

is based on approximate geographical routing and a simple static mapping

procedure.

SLURP requires that approximate location information about a node be main-

tained. To accomplish this, each node broadcasts a location update message to its

fellow nodes in its home region. Each node maintains a node list of all other

nodes within their region. When a node enters a new region or exits, location

packets are sent. When a region is empty, the entering or exiting node broadcasts

to nodes in the surrounding regions.

When the destination home region is known (calculated from GPS information),

but a source node does not have topological routing tables, a most forward with

fixed radius (MFR) algorithm without backwards progression is used. An example

of the MFR algorithm is shown in Figure 15.27, where source node S transmits

its packets to node 3, since node 3 is closest in physical distance to the destination

node D.

Since the destination home region is known, a source node transmits a packet

using the MFR algorithm to the center of the destination’s home region. Once the

Figure 15.26 Location management. 0 ¼ location update message sent by node D; 1 ¼

location query message sent by node S; 2 ¼ location reply message sent by node A;

3 ¼ data packet sent to D’s current location.

404 AN OVERVIEW OF ROUTING PROTOCOLS FOR MOBILE AD HOC NETWORKS



packet reaches the center node and if it has a cached route to the destination, the

query packet is routed to the destination node. Otherwise, the center node broadcasts

a location discovery packet (LDP) to neighboring nodes, which eventually

reaches the destination. The destination generates a location reply packet (LRP)

that propagates through the network and ultimately contains the necessary route

information.

For location discovery, every node maintains a location cache that stores node ID,

x–y coordinates, current region ID, and best neighbor for routing to a destination.

When a source node wishes to send data to a destination it must transmit a LDP,

which contains the destination/source IDs, current location, sequence number and

level of discovery. Level of discovery relates to the extent of the broadcast. A

level 1 query is designated when there is at least one reachable node in a region,

whereas a level 2 query is designated when the region is empty, so all surrounding

regions are considered the destination’s home region. As the LDP propagates

through the network toward some node in the destination’s home region using

MFR, each node updates its location cache with the source’s location. Once a

node in the destination’s home region is reached, it sends a LRP that includes the

destination’s current region ID.

If a source node of home region A wishes to send data to destination node of

home region B, the source node searches its static mapping and forwards a

message to home region B to query the destination node’s current location. A

reply packet is sent back to the source with the destination node’s location. MFR

is used to forward data packets towards the destination, after which local delivery

Figure 15.27 Example of MFR.
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is performed with a DSR-like approach. Error messages are sent to the source node

in case of delivery failures.

15.7.4 ZRP

As the name implies, zone routing protocol (ZRP) [74] divides the network into

different zones on a node-by-node basis and employs a flat addressing scheme,

which allows zone overlap. Synonymous with SHARP, ZRP employs proactive

routing when the destination is within a zone and reactive routing when the destina-

tion is outside a zone. ZRP proposes two zone sizing schemes and includes an exten-

sion for unidirectional routing. ZRP also introduces a concept called bordercasting,

implemented by a bordercast resolution protocol (BRP), to forward route queries to

border nodes of a zone.

Each zone radius is measured in hops from a center node. ZRP categorizes nodes

of a zone as either interior or peripheral (i.e., border nodes). ZRP accommodates any

proactive link-state routing protocol termed intra-zone routing protocol (IARP), and

any reactive protocol termed inter-zone routing protocol (IERP), for network con-

nectivity. This is an important attribute of ZRP, since it does not specify a particular

protocol, but allows for flexible implementation. However, there must be a certain

level of commonality between the IERP and IARP. For example, IERP must

support IARP routing table lookup. Also, IARP link state metrics should be compa-

tible with the IERP. Regardless of the selected protocols employed, the IARP main-

tains routes within a zone and the IERP provides route discovery and maintenance

outside a zone.

When a source has data to send it first uses IARP information. However, if a route

does not exist, then the source uses BRP to bordercast route request packets to the

border nodes of the zone. This can be done as a multicast to avoid unnecessary flood-

ing and reduce control overhead. If a border node knows a route, it responds with a

reply packet. If a route is unknown, the border node acts as a center node and

bordercasts route queries to its border nodes. This process continues until a node

with destination route information is found. The node responds by sending a reply

back to the source. Route information in the reply packet can either by next-hop

addresses or a complete route (e.g., source routing). An example of bordercasting

is shown in Figure 15.28.

BRP controls route queries initiated by IERP to peripheral nodes during a border-

cast. The source node can compute a multicast (bordercast) tree or this can be done

at each node within a zone provided it knows the topology as known by the source.

Since there may be situations where queries could backtrack to previously visited

nodes or covered routing zones (zones that already received the query), BRP pro-

vides two levels of query detection to remove redundancy and provide maximum

efficiency. The first-level query detection is QD1 and the second-level query detec-

tion is QD2. QD1 relates to multiple channel networks. Thus, nodes actually relay a

query and are able to store source address and query ID in a query detection table.

QD2 relates to single-channel networks where nonrelaying query nodes can listen to
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the query traffic of its relaying neighbor nodes that are within its radio transmission

range. ZRP also supports something called early termination (ET), which allows a

node to prevent a route request from entering a covered region.

ZRP relies on any neighbor discovery protocol (NDP) supported by the MAC

layer to detect new neighborhood nodes and link failures. Periodic hello beacons

can be used. If the MAC layer does not support an NDP, then the IARP must

manage this function. ZRP relies on its knowledge of local topology within a

zone for route maintenance. If a link failure or suboptimal path exists, data

packets can be redirected, thus providing more robustness.

As mentioned above, ZRP proposes two traffic adaptive zone-resizing schemes:

min searching and IARP:IERP ratio. The periodicity of zone-resizing is not men-

tioned in the literature. However, either scheme presents a rather computationally

intensive framework since so many factors can be considered in zone resizing.

Nevertheless, providing a dynamic rather than a static zone radius for each node

can be beneficial in striking a balance between proactive/reactive routing. Under

min searching, the routing zone is incremented or decremented by 1 depending

on the total minimum ZRP traffic (i.e., IARP and IERP traffic). The IARP/IERP

ratio scheme simply compares the ratio of traffic to a threshold and depending on

the outcome of the comparison the zone size is increased or decreased. To

prevent frequent zone radius adaptation, a multiplicative hysteresis value is used

to improve network stability.

Figure 15.28 Route finding from node H to node A.
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15.7.5 AZRP

Adaptive zone routing protocol (AZRP) [75] is an extension of an older 2002 Inter-

net Draft version of ZRP and not the newer version of ZRP discussed above.

However, AZRP provides an adaptive means for zone resizing that is distinct

from the two zone-resizing schemes mentioned above. In AZRP, the zone radius

varies based on a rate of packet loss metric reported by the IERP and the density

and number of nodes inside the zone. The number of nodes inside the zone is

used to predict a predetermined number of nodes outside the zone boundaries

(e.g., three hops away). This information is then used to predict a future route

failure rate. The algorithm generates a hops-weighted table where a lesser weight

value is assigned to a route failure that is farther from the zone boundary than a

route failure closer to the zone boundary. AZRP takes into account the past route

failure rate within a variable period of time T and soft thresholds to determine

whether the zone radius is increased or decreased by 1. The periodicity of zone resiz-

ing is variable depending on network traffic conditions and node mobility.

15.7.6 IZR

Independent zone routing (IZP) [76] adopts many aspects of ZRP with one signifi-

cant modification. While ZRP [74] briefly mentions combining the two resizing

schemes, IZP describes the approach in more detail. IZP combines the min searching

and adaptive traffic estimation schemes (as previously described in ZRP) for zone

resizing. Upon initialization, a zone radius is set to 1 and min searching is applied

to determine the optimal zone radius that results in the least control overhead. A

threshold is then set by the node that corresponds to the ratio of both the reactive

and proactive components at the optimal zone radius. Once the threshold is estab-

lished, the adaptive traffic estimation scheme is used to adjust the radius in relation

to the threshold. The adaptive traffic estimation scheme monitors the varying

network characteristics to determine the proper adjustment. However, when the

adaptive traffic algorithm is used, it is possible if the network is static and a high

call rate exists or a high rate of node mobility in relation to the call rate exists

that extreme zone radii may be selected, resulting in purely proactive or reactive

routing. To prevent this from happening, the adaptive algorithm should hand over

to the min searching algorithm either periodically or on an event-driven basis

(e.g., when an extreme change in the network characteristics takes place).

15.7.7 TZRP

Two-zone routing protocol (TZRP) [70] is an extension to ZRP that aims to reduce

inaccurate topology information, especially during times of high mobility. Each

TZRP node is a center node for two different type zones: a crisp zone and a fuzzy

zone. The radius of the fuzzy zone is always larger, in terms of hops, than the

radius of the crisp zone. This two-zone system allows TZRP the ability to decouple

traffic characteristics from node mobility by adjusting independently the size of each
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zone. As a result, TZRP can reduce total control overhead. Specifically, the

crisp zone can be used to manage routing overhead due to mobility, while the

fuzzy zone can be used to manage routing overhead due to traffic pattern, as

explained below.

A node maintains the topology of the crisp zone proactively, while the fuzzy zone

is managed using a fuzzy-sighted proactive approach (e.g., hazy sighted link state,

HSLS). Since the crisp zone is maintained proactively, TZRP provides effective bor-

dercasting. The perimeter of the crisp zone divides proactive routing and fuzzy

proactive routing, while the perimeter of the Fuzzy zone divides proactive routing

and reactive routing. When the network experiences low-mobility, the crisp zone

can be proactively maintained with relatively little control overhead. However,

during high-mobility periods, the amount of control overhead to maintain the

crisp zone is greatly increased. In ZRP, this leads to reducing the radius of the proac-

tive zone and increasing the number of nodes for reactive routing. In TZRP, the fuzzy

zone is kept large and used to provide fuzzy proactive routing, since for example,

HSLS is basically independent of node mobility patterns and is long-timer-based

compared with the short-timer-based implementation of the crisp zone. Thus,

TZRP uses a short-timer based implementation as a crisp IARP and an HSLS-

based implementation as a fuzzy IARP, to provide the decoupling of traffic

pattern from node mobility and to provide event-driven IARP and timer-based

IARP, respectively.

TZRP nodes can generate crisp LSUs and fuzzy LSUs. Each node x counts the

current time in T s and wakes up every tS s, and calculates the largest positive

integer i such that T mod(2i – 1
� te) ¼ 0.1. If a positive integer i exists and there

was a link change during the last (2i – 1
� te) s, then node x is sending a fuzzy

LSU with a TTL ¼ L. If L , ZRC 2 1, then L is set to ZRC 2 1 and if

L . ZRF 2 1, then L is set to ZRF 2 1. Otherwise, if a positive integer i does not

exist, node x checks if a link change occurred during the last tS s. If so, node x is

sending a crisp LSU with a TTL ¼ ZRC 2 1.

The crisp zone is maintained when LSUs are sent. When, for example, ZRC � 2,

each node will send LSUs with TTL ¼ 1 to maintain shortest paths to every two-hop

neighbor. Nodes select the minimum number of one-hop neighbors to forward the

LSU from a forwarding set, which is included in the LSU. When a node receives

the LSU, it updates its link state table, and forwards the LSU, if the TTL is

greater than 0 and it appears in the forwarding set, otherwise it discards the LSU.

The intrazone routing table uses link state table information for computing and

updating shortest paths to known neighbors. If a node’s shortest paths equal ZRC,

then these paths constitute the node’s bordercast tree.

When a source node wants to send data to a destination node, it initially relies on

a crisp IARP route or a fuzzy IARP. However, if the destination node is unreachable,

then a reactive bordercasting procedure is invoked. Specifically, a node will broad-

cast a route request packet (RREQ) to all its one-hop neighbors. A neighbor node in

the forwarding set will determine if it has a route to the destination, and if it does

then it will unicast the RREQ to the destination and the destination will respond

with a route reply packet (RREP) to the source node. Otherwise the node will
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forward the RREQ packet based on its own bordercast tree, marking all nodes that

are ZRC or fewer hops from the source node as covered, and including its own

forwarding set in the RREQ packet.

TZRP primarily depends on periodic HELLO beacons to detect new and broken

links. However, the MAC layer may also provide like functions. If a link breakage

occurs on an active route, then the upstream node checks whether the destination

can be reached using a crisp or fuzzy IARP route. If so, then the route is

repaired locally. Otherwise, a route error message (RERR) is sent back to the

source node.

Performance comparisons between TZRP and ZRP show that TZRP significantly

reduces reactive control overhead and provides a much-improved balance between

proactive/reactive control overhead under many (ZRC, ZRF) settings. However, the

authors of [70] indicate that more research needs to be done to implement efficient

means to dynamically adapt the crisp/fuzzy zone radii.

15.8 OTHER

In addition to the routing protocols described and categorized above, there are also

many other protocols proposed to meet the challenges of routing in ad hoc networks.

By taking into account the different issues of ad hoc networks, such as time-variant

channel properties, limited bandwidth, mobility of nodes and potential multiple

paths among nodes, routing protocols can be designed to further improve network

performance. Accordingly, we present a brief introduction to this type of routing

protocol.

The quality of the channels among the mobile nodes is inevitably time-variant

due to mobility of nodes and signal propagation effects such as shadowing and

small-scale fading. Therefore, the link quality in an identified route may become

worse and even no longer usable due to this time-variant channel property. Exploita-

tion of link quality information in routing protocols can allow the protocols to dyna-

mically adapt to the change of channel conditions, resulting in improved

performance. In [77], two channel adaptive protocols termed RICA (receiver-

initiated channel adaptive) and BGCA (bandwidth guarded channel adaptive)

have been proposed. The main idea of BGCA is that, when a link is in deep

fading, the upstream node (node nearer to the source node than to the destination

node) will execute a local search to find a partial route to the destination with

better link quality. BGCA is designed based on AODV, and also incorporates

some ingredients of ABR, for example, the local search for a partial route and

selection of the shortest route. The major feature of RICA is to make use of the

time-variant channel property and let the routing between a pair of source and des-

tination nodes adapt to the channel state information of the whole route. The primary

difference between BGCA and RICA relating to channel adaptation is that in

BGCA only a few links with worse qualities will be changed, but in RICA the

entire route between the source and destination nodes will be reconstructed when

suffering worse channel conditions.
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BGCA and RICA are both end-to-end routing protocols, which implies that they

may not be able to adapt to rapid changes in link qualities. In [78] a next-hop channel

adaptive routing protocol was proposed by considering both the spatial and temporal

diversity of ad hoc networks. Multiple next hop alternatives during routing provide

spatial diversity and utilization of channel state information in routing provides

temporal diversity.

The multihop transmission nature of ad hoc networks leads to possible multipaths

existing between the source and destination nodes. Therefore, routing data over mul-

tiple disjoint paths seems the logical choice because it minimizes the diminishing

effects of unreliable links and a constantly changing topology [79]. Admittedly,

some protocols supporting multipath routing have already been described and

explained above, such as DSR, TORA, CHAMP, NDMR, and MPABR. However,

there are still many other multipath routing protocols proposed for various

reasons, such as load-balancing, congestion avoidance, lower frequency of route

inquiries, and to achieve a lower overall routing overhead [80, 81].

15.9 CONCLUSION

While this chapter presents an overview of new and old routing protocols for

MANETs, there are many other protocols that have been omitted. Indeed, the wire-

less community is continuing to be overwhelmed with literature regarding the devel-

opment of routing protocols for MANETs. Notably, there are certain topics that are

being studied and appear in the literature with greater frequency than other topics.

Based on our own personal observations, there has been a steady increase in the

number of publications that relate to multipath routing [80], multicasting [82],

location-aware routing [83, 84] and channel adaptive routing [77, 78]. However,

it is our opinion, that there are more fundamental issues relating to protocol

design that should be discussed and brought to the forefront in the literature. The

remainder of this chapter will briefly broach these issues.

UWB has received increasing attention for its broader applicability to telecom-

munication systems. It is a promising field to create small, low-cost and high-

data-rate transceivers that could be connected to each other for information

sharing and exchange. In this context, the UWB devices will form distributed and

self-organizing multihop UWB ad hoc networks. Design of routing protocols for

efficient data forwarding and reliable transmission in such networks becomes

necessary and important. This chapter provides an overview of routing protocols

for MANETs and explains the main concept of each protocol in detail with illus-

tration. While it is understood that all of the routing protocols discussed can be

directly applied to ad hoc networks adopting UWB technology, greater optimiz-

ations between the lower layers and the routing protocol may be achieved.

Clearly, two aspects of a routing protocol’s design and optimization in an ad hoc

network employing UWB should be given special attention, that is, location infor-

mation and energy efficiency. In this regard, the cross-layer design of routing proto-

cols may present more optimal path selection and an accretion in overall network
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performance. Additionally, there are still some questions about routing protocols

that remain unanswered, such as security and quality of service, even after so

many answers are suggested by the work represented in this chapter. We believe

that future work is needed to resolve these other issues.

Another issue relates to the need for protocol designers to incorporate real test-

beds and field tests in the process of protocol development and performance evalu-

ation. The authors have uncovered recent exemplary articles that vocalize the

notion that, while computer simulations and emulators have a utility, their appli-

cation in the ultimate development and measure of performance is limited [85–

87]. Undoubtedly, the MANET research community is cognizant of the limitations

associated with simulation testing (e.g., unrealistic movement scenarios, simplified

models). Nevertheless, simulation testing has almost become the only practice,

resulting in an unfortunate situation where scientific credibility is being compro-

mised by convenience. While the authors recognize that there are a multitude of

reasons for this practice, it is important that routing protocol designers strive to

gradually distance themselves from this practice as an end-all, so that more accu-

rate and useful performance data can be gleaned. This can only occur when a tran-

sition towards ad hoc testbeds occurs. The authors believe that more research and

development needs to be initiated so that protocol designers have at their disposal

the necessary tools that more closely mirror actual implementation. In the mean-

time, protocol designers should be cognizant that the majority of researchers rely

on suboptimal testing methods and that published results are as credible as the

weakest link, which happens to be current modeling, simulation, and emulation

tools.

Another issue that, to the authors’ knowledge, has not been previously discussed

in the literature is for protocol designers to adopt new benchmarks for performance

comparisons. Having surveyed over 100 publications relating to routing protocol

proposals, it is peculiar that there are a select number of protocols that have attained

the level of benchmarks, despite the fact that most performance comparisons made

with these select protocols are left wanting to some degree. If protocol designers are

aiming to establish dominance in the wireless community by running simulations

and publishing performance comparison results, it would seem scientifically prag-

matic not to select protocols whose performance have already been continually sur-

passed by other protocols. Clearly some protocols have gained some notoriety in the

literature, and perhaps deservedly so based on performance issues. Nevertheless, as

new protocols are being developed and heldup for comparison, we should never lose

sight of the bottom line: quantitative analysis.

The development of routing protocols for MANETs is burgeoning. It is evident

that different demands placed on an ad hoc protocol make it nearly impossible to

develop a single protocol that could be applied to all applications and scenarios.

However, any ad hoc protocol needs to be adaptive and self-configurative to a

certain degree. Since routing in MANETs is an important aspect in this new para-

digm shift in wireless communications, we are obliged to advance our scientific

research with a new evolution of experimental tools for testing and evaluating

routing protocols.
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This appendix contains parameter comparisons between the various protocols within

each category discussed above, except the “other” category. Some parameters of a

protocol include more than one value since their value is dependent upon on a given

scenario, such as worst case, best case, etc.
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&CHAPTER 16

Adaptive UWB Systems

FRANCESCA CUOMO and CRISTINA MARTELLO

16.1 INTRODUCTION

Recent trends demonstrate the great attention directed to the development of UWB

products in view of an extensive use of this technology in the WPAN sector [1].

UWB offers great potentialities due to the low-cost devices, simple RF circuitry

and high-bandwidth support. As for this latter point, it should be noted that other

WPAN technologies (e.g., Bluetooth) are not suitable for high-data-rate connection

(even in the short range). This is the reason why UWB is the candidate technology

for the IEEE 802.15.3 standard to support QoS for multimedia streams [2]. Recently

UWB has been indicated to be a leading candidate for enabling the digital home,

where people are expected to share photos, music, video, data, and voice among

networked consumer electronics, PCs, and mobile devices throughout the home

and even remotely. In this context users will be able to stream video content from

a PC or consumer electronics device—such as a camcorder, DVD player or

personal video recorder—to a high-definition television display without the use of

any wires.

Recent research and industry achievements have shown the great potentialities of

a UWB physical layer (PHY) as well as a MAC layer in supporting high data

throughput with low power consumption for distances of less than 10 m, which is

very applicable to the digital home requirements. The fastest data rate publicly

shown over UWB is now an impressive 252 Mbps, and a data rate of 480 Mbps is

expected to be shown in the not-too-distant future. Another key aspect driving the

UWB world into the market is that, in the United States, the FCC has mandated

that UWB radio transmissions can legally operate in the range from 3.1 GHz to

10.6 GHz, at a transmit power of 241 dBm/MHz. Japanese regulators have

issued the first UWB experimental license allowing the operation of a UWB trans-

mitter in Japan.
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Besides the high data rates achievable with UWB, a key potential is in the

capability to meet QoS constraints and to adapt to the environmental conditions.

By designing suitable MAC and routing protocols a large number of transmitters

can operate simultaneously in the same area, yielding increased spectral reuse

and achieving high capacity per area. Some theoretical works [3] show that

the most promising approach to improving the capacity bound in power-

constrained wireless ad-hoc networks is to employ unlimited resources, such as

UWB.

The analysis of potentialities of UWB as a networking paradigm has been

carried out in [4] and [5]. In the paper by Cuomo [4], a general framework for

radio resource sharing in UWB is provided by considering two main classes of

traffic: (i) elastic-dynamic (also known as best effort); and (ii) guaranteed QoS

(reserved bandwidth). A joint power and rate assignment is presented as an

optimization problem that is solved for the elastic-dynamic traffic as well as

for the guaranteed QoS traffic. In the latter case, a target rate value comes as

a requirement and the proposed algorithm checks whether feasible power levels

can be set in all transmitters, so that the required bit rates are supported. Coex-

istency of the two classes of traffic is studied in [6]. The goal of [5] is to define

design objectives for multihop UWB best-effort ad hoc networks. The authors

give guidelines on how to organize access to the medium as well as routing in

order to optimize the use of the UWB system and the performance perceived

by users.

Finally, some works explicitly concentrate on the MAC layer design and analysis

[7–9]. The work in [7] proposes an ALOHA-like approach for the design of the

UWB MAC layer. The algorithm exploits typical features of impulse radio such

as large processing gain, and is conceived in conjunction with a synchronization

strategy which foresees the presence of a synchronization sequence in each trans-

mitted packet. Performance analysis of the synchronization tracking mechanism

shows that, under the preliminary simplistic hypothesis of an AWGN channel,

and for a sufficient number of pulses in the synchronization sequence, a fairly

high probability of successful synchronization can be achieved, even in the presence

of several users and multiuser interference. Also, [8] addresses the critical aspect of

time acquisition in UWB systems, while [9] proposes and evaluates a number of

MAC protocols for UWB.

The focus of this chapter is on adaptivity in UWB systems. More specifically,

we describe how to exploit the UWB adaptability to support wireless links in

ad hoc networks based on UWB. We show how to dynamically set up wireless

communications among devices distributed in a given area, without the support of

a centralized infrastructure. Each wireless link should be characterized by two

main QoS parameters: (i) a given PHY transmission rate (that typically comes as

a requirement from the upper layers); (ii) a given SINR able to insure a target

bit error rate at the receiver side. We design an admission control (AC) scheme

that guarantees that the active wireless links in the system maintain their QoS

parameters. Adaptivity is achieved by exploiting interference measurements and

inter-device signaling.
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16.1.1 Related Work on Adaptive UWB Systems

Adaptability is one of the main features exploited in UWB systems. Adaptive

assignment of PHY and MAC parameters can be used to:

. Set-up the desired quality for a given communication;

. Achieve reliable transmissions;

. Mitigate the effects of the environmental and mutual UWB interference at the

receiver;

. Support the desired throughput;

. Achieve data rate assignment granularity.

Several works have appeared in the literature dedicated to the analysis of the UWB

adaptability to achieve some or a combination of the aforementioned features. A

dynamic channel coding is used in [10] to constantly adapt the rate to the level of

interference experienced at the destination. The proposed protocol is fully distribu-

ted and is based on the adoption of a threshold demodulator that at the receiver

detects when the received energy of a pulse is larger than a threshold. This means

that this pulse has collided with other interfering pulses. In such a case the chip is

skipped and an erasure is declared. The rate is then adapted to the highest value

that allows successful reception of a data packet at the receiver. A variable encoding

rate is achieved by puncturing the data to be sent.

The authors of the paper in [11] propose a UWB physical layer that adapts its

modulation scheme to efficiently meet QoS requirements. The system employs

M-ary PPM and adapts its pulse repetition interval (PRI) and/or the number of

bits per symbol (log2m). To efficiently meet QoS requirements, the authors

propose to dynamically configure a UWB system with a three-step resource allo-

cation procedure that in the first step examines the current QoS requirements, the

resources of each node and the current environmental conditions. The second step

identifies a suitable system configuration to meet the current requirements,

resources, and environmental conditions through a cost function. The third step allo-

cates available resources to achieve the desired QoS. In the paper, the QoS require-

ments include data rate, BER, and energy dissipation. The environmental conditions

include link distance and level of interference, and the resources are the possible

values of PRI and m. Simulations of the adaptive system show that it improves

performance significantly as compared with a conventional nonadaptive system

under variable environmental and QoS requirements. The adaptive system improves

BER by 50%, data rate by 260%, or energy by 60% without sacrificing the perform-

ance of any other parameter.

A rate adaptive MAC protocol for high-rate PANs is proposed in [12]. The data

rate is selected on the basis of the channel condition estimated from the received data

frame at PHY layer. The adopted MAC layer scheme is the one proposed in the

IEEE 802.15.3 Task Group. The selected rate information is delivered via rate-

adaptive ACK (RA-ACK). When the piconet controller receives this RA-ACK it
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updates the data rate of the communication link. Using this rate adaptation scheme,

the WPAN system efficiently copes with the time-varying channel. To obtain better

performance, a constant PHY frame length mechanism is proposed so that the

channel efficiency is increased due to reduced overheads. Simulation results show

that the proposed rate-adaptive MAC protocol gives a 58% throughput gain over

the nonrate-adaptive MAC protocol in IEEE 802.15.3.

Finally, UWB adaptability is also exploited when dealing with the application of

UWB as transmission technology of a wireless sensor network (WSN). Güverc et al.

[13] analyze the adaptation of multiple access parameters in cluster-based

UWB-impulse radio WSNs in both synchronous and asynchronous communication

scenarios. For synchronous communications, an orthogonal sequence construction is

presented, which assigns variable processing gains to the sensors, and acquires the

desired BER requirement at each sensor. For asynchronous communication systems,

Gaussian approximation methods are used to adapt the transmission powers and

processing gains of the sensors. Computer simulations results demonstrate the

data rate and power savings improvements with the proposed approach.

16.2 A DISTRIBUTED POWER-REGULATED ADMISSION
CONTROL SCHEME FOR UWB

As stated in Section 16.1, the focus of this chapter is in the support of UWB wireless

communications in an ad hoc network composed of a number of distributed UWB

terminals (named simply terminals in the following). The considered scenario is

typical of an office or a home where different terminals exchange data in an ad hoc

fashion (i.e., without a supporting centralized infrastructure). Since the exchanged

data may require guaranteed performance (in terms of data rate or delay), the focus

is on the admission control of the communications in the system. Each communication

between two terminals in the system is named in the following link.

The UWB IR considered in this section works by transmitting extremely short

pulses (of duration 0.1–1.5 ns), named monocycles, on a time axis structured in

time frames of duration Tf (typically about 100 ns), as illustrated in Figure 16.1.

A monocycle is characterized by an energy level Em. Each time frame is divided

into Nh short time periods of duration Tc. A symbol is transmitted by Ns pulses

according to a PPM scheme. The multiple access is based on the adoption of

pseudorandom TH codes whose elements are chosen among Nh possible Tc-shifts

within the period Tf.

One of the appealing features of UWB based on IR regards the possibility of sup-

porting distributed flexible radio resource management schemes. System efficiency

is also achievable when different wireless links are mutually asynchronous. In

accordance with the multiple access scheme considered in this chapter, different

transmissions use different TH codes. The AC decisions are taken at terminals in

a distributed fashion, on the basis of information regarding neighboring wireless

links and obtained by measurements and signaling. The distributed nature of these

operations insures that the transmission parameters of a link are adapted to the
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status of the neighboring links and to the conditions of the system. It is worth noting

that in this latter aspect resides one of the key potentials of UWB transmission. As

indicated in [1], “the novel and unconventional approach underlying the use of

UWB is based on sharing optimally the existing radio spectrum resources rather

than looking for still available but possibly unsuitable new bands.” This is the

reason why a UWB radio resource control should take care of the environment

in terms of introduced interference on one side and of perceived interference on

the other.

The distributed AC scheme presented in this chapter jointly assigns powers and

rates to links and operates in an incremental way: The decision whether a new link

can be established is based on the current interference conditions used to coordinate

the power selection process of the entering new link. The already active links do not

change the transmission powers selected during their AC phase. Power is configured

by tuning the monocycle energy Em or by changing the parameters Tc or Nh. Trans-

mission rates are varied by controlling suitably the parameters Tc, Nh, or Ns.

The SINR value, denoted by g, for a UWB multiple access scheme based on TH

can be computed under the hypothesis of Gaussian approximation of the multiuser

interference [14]. For the i-th link the SINR is determined according to the following

formula:

gi ¼
Pi � gii

Ri � (hi þ s 2Tf

PN
j¼1, j=i Pj � gij)

(16:1)

where N is the number of the active links in the system; Pi is the average power

emitted by the ith link’s transmitter (Pi ¼ Em,i={Tc,i � Nh,i}); gij is the path gain

from the jth link’s transmitter to the ith link’s receiver; Ri denotes the transmission

Figure 16.1 Organization of the time axis of UWB IR multiple access.
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rate of the ith link (in a TH scheme transmitting one bit per symbol, the transmission

rate is Ri ¼ 1={Tf,i � Ns,i} ¼ 1={Tc,i � Nh,i � Ns,i}); hi is the noise spectral density

power at the ith link’s receiver; and s2 is an adimensional parameter depending

on the pulse shape.

As it can be noticed, different UWB parameters have an impact on the SINR that,

besides increasing with power as in a generic wireless system, depends on the pulse

shape via s, on the TH period via Tf and on the number of pulses per symbol via R.

In the following the link’s QoS requirements are expressed in terms of trans-

mission rate, R, and target SINR, gT.

16.2.1 Problem Formalization

The evaluation of admissibility of a configuration of N links in the wireless ad hoc

network consists of finding out if there exists a proper set of transmission powers

Pi, i ¼ 1, . . . , N, which satisfies the requirement on the rate Ri and insures gi �

gT
i for each link i ¼ 1, . . . , N.

More precisely, this problem can be formalized according to the following matrix

form which identifies a well-known condition for the existence of a feasible

solution:

(I� F) � P � u
P � 0

�
(16:2)

where I is the N � N identity matrix; P is the column vector of the N transmission

powers; F is an N � N matrix whose elements depend on the system topology (e.g.,

terminals reciprocal distances); in particular Fii ¼ 0 and

Fij ¼
gT

i � Ri � s
2Tf � gij

gii

with i = j; and u is an N-dimensional column vector related essentially to noise

powers:

ui ¼
gT

i � Ri � hi

gii

:

Both F and u depend on the the desired transmission rates and target SINRs. In

Equation (16.2) the inequalities between vectors have to be taken as inequalities

component by component.

The condition of existence of a feasible solution of the problem (16.2) consists of

a constraint for the maximum modulus eigenvalue of F, rF, and is rF , 1. If a sol-

ution of the problem (16.2) exists, the minimum power configuration is called the

Pareto-optimal solution ([15]) and is provided by the following expression:

P� ¼ (I� F)�1 � u (16:3)
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which has the property that every other power configuration sets transmission

powers at values that are not lower than their corresponding Pareto-optimal ones.

In other words, any other solution P can be expressed as P ¼ (I� F)�1 � (uþ Du)

where Du is a column vector of N real positive values.

We name D the domain of the feasible solutions P � P�. Since a typical real

scenario is power-constrained, solutions are selected without exceeding the

maximum level of transmission power, named Pbound, that a device can emit. There-

fore, an admissible topology is characterized by a nonempty domain D of solutions

which is composed of: (i) the Pareto-optimal solution P� allowing the desired SINR

levels at the minimum transmission powers to be matched exactly; (ii) the set of sol-

utions P� such that P� , P� � Pbound (denoted by D�); these solutions do not

exceed the maximum powers and assure SINR levels greater than the target; and

(iii) the set of solutions Pþ (denoted by Dþ) such that Pþi . Pbound for some

1 � i � N; in this case the bound on the maximum power is exceeded. When the

topology is admissible but the activation of all links requires to set some trans-

mission power above the maximum Pbound, it happens that the set D� is empty

and the set Dþ includes the Pareto-optimal solution P�.

16.2.2 Power Selection in UWB

To support QoS in terms of the bit rate and target SINR and to apply, in an incre-

mental way, a power adaptability, receivers maintain a nonnegative parameter

(named maximum extra interference, MEI). The MEI of a receiver (or equivalently

of a link) is defined as the amount of interference that can be tolerated by the recei-

ver itself without endangering the QoS level of the communication link.

When a link has its MEI equal to zero, no other interfering emissions can be tol-

erated; when the MEI is positive, other links can be activated, provided that the

overall interference they produce does not reduce one or more MEIs below zero.

In other terms, a positive MEI means that the link is maintaining its negotiated

QoS, while a MEI � 0 means that the QoS is not assured any more.

The aim of our AC mechanism is primarily to guarantee that the MEIs of all

active links in the considered area are never negative. In addition, for efficiency

reasons, the AC procedure tends to balance all MEIs within the system, so as to

avoid bottleneck regions and regions characterized by terminals with high MEIs.

The link block probability is related to the MEI values. This probability is high if

just a single MEI is low and, conversely, the probability is low if the MEIs are

all high.

The MEI level perceived by the ith link, denoted by Mi, depends on the link’s

QoS parameters, transmission power and current interference conditions according

to the following expression:

gT
i ¼

Pi � gii

Ri � (hi þ s2Tf

PN
j¼1, j=i Pj � gij þ s2TfMi)

(16:4)

where gT
i and Ri denote the desired SINR and data rate, respectively.
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The AC scheme proceeds in an incremental way: given a set of active links, the

two entities (transmitter and receiver) willing to establish a new link take the access

decision by measuring the system. Once the admissibility of the new link has been

verified, the links’ power levels will be maintained at a power configuration, P�,

included in the domain D�, thus insuring that the transmission powers are within

Pbound. To guarantee that UWB terminals can operate in unlicensed mode, Pbound

is the maximum power value imposed by the regulatory bodies and obtained by

the average EIRP value of 0.566 mW derived from a power spectral density of

�41:3 dBm=MHz.

Power levels are computed on the basis of the current MEI values

Mi, i ¼ 1, . . . , N, according to:

P� ¼ (I� F)�1 � (uþ Du),

Dui ¼
gT

i � Ri � s
2TfMi

gii

, i ¼ 1, . . . , N:

8
<

: (16:5)

As stated in Section 16.2.1, the power configuration P� provides for power

levels greater than the corresponding Pareto-optimal ones and can be expressed as

P� ¼ P� þ DP where DP ¼ (I� F)�1 � Du is a vector of positive elements. MEI

levels can be expressed as functions of the additional powers DPi, i ¼ 1, . . . , N,

employed by the N links. In particular, it is derived the following expression of

the MEI of the ith link, Mi, by exploiting Equation (16.4) and substituting

Pi ¼ P�i þ DPi, i ¼ 1, . . . , N:

Mi ¼
giiDPi

s2Tfg
T
i Ri

�
XN

j¼1, j=i

gijDPj: (16:6)

In Equation (16.6) the contribution of the terms depending on P�i , for i ¼ 1, . . . , N, is

null since the Pareto-optimal solution entails null MEIs.

Equation (16.6) highlights a tradeoff: the additional power DPi used by the ith

link increases the relevant MEI, Mi, while the terms DPj, j ¼ 1, . . . , N, j = i, of

the other active links, reduce Mi. Furthermore, MEI is inversely proportional to

the QoS parameters; as an example, the support of a high transmission rate leads

to a reduced MEI level if the transmission power is kept constant.

The AC rule for an (N þ 1)th link, given N active ones, consists of the compari-

son between the minimum power, Pmin, Nþ1, needed to satisfy the link’s QoS require-

ments (gT
Nþ1 and RNþ1) on the basis of the current interference level measured at the

receiver INþ1 ¼
PN

j¼1 Pj � gNþ1j, and the maximum power, Pmax, Nþ1, bounded by

Pbound and satisfying the constraints imposed by the MEI levels of the N active links.

The minimum and maximum power are derived according to the two following

equations:

Pmin, Nþ1 ¼
gT

Nþ1 � RNþ1 � (s
2TfINþ1 þ hNþ1)

gNþ1Nþ1

, (16:7)

Pmax, Nþ1 ¼ min Pbound, min
1� j�N

Mj

g jNþ1

� �� �
: (16:8)
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The access can take place if:

Pmin, Nþ1 � Pmax, Nþ1: (16:9)

We select a suitable transmission power level, within the range ½Pmin, Nþ1,

Pmax, Nþ1�. As stated before, the considered criterion for power selection is to keep

balanced the MEI values in the system. In fact, it is to be noticed that the access

probability for the (N þ 1)th link, defined as Prob{Pmin, Nþ1 � Pmax, Nþ1}, is as

high as the MEI values Mi, i ¼ 1, . . . , N. In Equation (16.8) the lowest MEI consti-

tutes a bottleneck for further accesses.

At the access of the (N þ 1)th link, the optimal working point P� [see Equation

(16.5)] can be set by choosing suitable PNþ1. In particular, the power PNþ1 that bal-

ances MEIs will be the one that maximizes the minimum MEI. An example of the

potential impact of a new link’s transmission in terms of MEIs is shown in

Figure 16.2 for the case N ¼ 2 where also the selected power PNþ1 is indicated

(in the example P3). In the figure the MEIs of the already active links decrease as

a function of the power of the new entering link. On the other side, the MEI of

the new link increases as P3 increases. The transmission power value is computed

according to the following equation which provides the minimum value among

the abscissas of intersection between the new link’s MEI and the active links’ ones:

PNþ1 ¼ min
1�i�N

M�i þ INþ1 þ hNþ1=s
2Tf

giNþ1 þ
gNþ1Nþ1

s2Tfg
T
Nþ1RNþ1

8
><

>:

9
>=

>;
(16:10)

where M�i denotes the value of the MEI for the generic ith link before the (N þ 1)th

link’s access at power PNþ1.

The selected power PNþ1 actually represents just a suboptimal choice with

respect to the Pareto-optimal solution since the access is managed in an incremental

Figure 16.2 Example of PNþ1 selection in case of two already active links.
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way, that is without reconfiguring transmission powers of the active links. On

the other hand, this power selection is adaptive to the current system conditions

(represented by M�i and I); for this reason the proposed approach is named in the

following adaptive MEI (A-MEI).

16.2.3 Steps of the Access Scheme

This subsection describes the A-MEI operations performed at the transmitter (TX)

and the receiver (RX) of a link that should be activated in the system. In

Figure 16.3 we report the messages exchanged among terminals. The proposed

scheme is based on the assumption that each terminal that should initiate a com-

munication as TX acquires the current MEI values of its neighboring receivers

(named in the following n_RXs). The acquisition of MEIs allows the TX to

compute the maximum power it can emit so that the n_RXs still maintain their nego-

tiated QoS, even if further interference will be introduced in the system by the new

transmission. As a consequence, the implementation of the access scheme requires

an explicit interlink signaling: each terminal advertises on a common channel its

current MEI level (MEI message). The common channel is constituted by a

Figure 16.3 Message exchanges for the AC procedure with the adaptive MEI approach.
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common TH-code (c_TH code) shared by all terminals with a random access pro-

cedure. In Equation (16.8) the MEIs of all the N links in the system are considered.

However, since the impact that the transmission could have on a generic terminal is

inversely proportional to the distance of this terminal from the TX, it is sufficient

that only MEIs of the neighboring terminals, n_RXs—which are less than or

equal to N—are acquired.

The TX estimates the reciprocal path gains between itself and the n_RXs; this

estimate is derived by the MEI messages by comparing the relevant transmitted

and received powers: The first one can be known a priori while the second one

can be measured.

Besides the MEI advertisements, the AC of the new link requires a signaling

exchange between the TX and the RX. This is obtained by the exchange of a

contact message in the TX! RX direction and a reply message in the RX!

TX direction. The contact message is sent on the c_TH code and signals a private

signaling TH code (ps_TH) to be used between the TX and the RX for the next

steps of the procedure. The reception of a contact message at the RX triggers the

measurement of the perceived interference, I. The RX answers the TX by sending

the reply message on the ps_TH code, and communicates the values of the measured

interference path gain in the TX! RX direction and the TH code that could be used

for the data transmission (private data TH code—pd_TH code).

The admission rule is checked by the TX by:

. Computing Pmin on the basis of the QoS parameters, the interference measured

at the receiver and the path gain;

. Computing Pmax on the basis of the received MEIs and Pbound; the TX continues

to update the MEIs from n_RXs;

. Comparing Pmin and Pmax and checking if condition in Equation (16.9) is

satisfied.

If the access is possible, the computation of the transmission power is performed by

the TX in accordance to Equation (16.10). If the access is denied (since it results in

Pmin . Pmax), it may be possible to reconfigure the QoS request. For example, the

desired rate R could be reduced to decrease Pmin.

In the case of access success, the TX also checks the pd_TH code indicated by the

RX for transmission and sends an access confirmation message notifying to the RX

of the access decision and the parameters selected for transmission (pd_TH code, P,

rate and target SINR). After the acknowledgment sent back by the RX, the TX can

transmit data on the active link.

16.3 PERFORMANCE ANALYSIS

This section is dedicated to present quantitative results derived by simulating the

distributed power-regulated AC scheme. We simulated topologies composed of

pairs of terminals each representing a link trying to enter the system.
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Specifically, UWB terminals are placed within a square area (50� 50 m).

Transmitters are randomly placed in the area and receivers are randomly

located within a circle of radius 10 m centered in the corresponding transmitter.

Figures 16.4 and 16.5 illustrate two examples of topology composed of 10 and

Figure 16.4 Example of a topology with 10 links to establish: The arrows are in the direc-

tion TX! RX.

Figure 16.5 Example of a topology with 30 links to establish: The arrows are in the direc-

tion TX! RX.
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30 links to be activated. As stated, in the considered topologies, a receiver is

forced to be within a maximum distance from the corresponding transmitter;

nevertheless, this receiver may be interfered with by disturbing transmitters

that in the topology are very close to it.

As for traffic, we consider three classes: multimedia, voice, and data. Each class

is charaterized by a different pair of the QoS parameters R and gT (see Table 16.1).

We simulate only homogeneous scenarios, that is scenarios where all links are sup-

posed to have the same QoS parameters.

The PHY layer parameters are set according to the values reported in

Table 16.2. In particular, we assume a simplified path-loss model that leads to the

following expression of the path gain g between two terminals, as a function of

their distance d:

g ¼
G0

dr
(16:11)

where r is the path-loss exponent and G0 is a constant term. The value considered

for r in simulations, r ¼ 3:5, is typical of an indoor scenario with NLOS

propagation.

The two performance metrics studied in this simulation campaign are (i) the

achieved throughput measured as number of links successfully activated (through-

put expressed in bps can be derived by multiplying the number of links and their

respective data rate); (ii) the average power employed by terminals.

TABLE 16.2 Values Adopted for the Transmission Parameters

Parameter Symbol Value

Maximum power Pbound 0.556 mW

UWB parameters depending on

the pulse shape form

s 2Tf 1.9230 � 10210 s

Exponent of distance in the

path gain expression

r 3.5

Path gain at 1 m distance
G0

1m3:5
2.1023 � 1026

Spectral density of thermal noise h0 2196.0871 dB W/Hz

TABLE 16.1 QoS Requirements Parameters for the

Three Classes of Traffic: Multimedia, Voice, and Data

Class of Traffic Data Rate Target SINR (dB)

Multimedia 1 Mbps 15

Voice 400 kbps 15

Data 5 Mbps 8
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The performance analysis is oriented to compare the presented power-regulated

AC scheme, based on adaptation of MEIs (A-MEI), to:

1. A similar scheme based on adoption of MEIs; the difference is that power

level selected for transmission at the link activation is computed in order to

achieve an initial constant MEI level equal for all links and compatible

with the maximum power, Pbound (this scheme is named constant MEI,

C-MEI);

2. A theoretical optimum strategy which is supposed to have the capability of

re-allocating all power levels at each new link entrance according to the

Pareto-optimal power solution (this scheme is named in the following MIN-

POW).

16.3.1 Impact of the Initial MEI on Performance of MEI-Based
Power Regulation Schemes

In this section we investigate the impact on performance of the initial MEI in the

two schemes based on adoption of MEIs, A-MEI and C-MEI. Initial MEI

(denoted in the following by M0) has a different meaning in the two schemes:

in A-MEI it is the value selected by the first link activated in the system; in

C-MEI it is the value that each link acquires when it is admitted in the

system. The presented results are derived in scenarios with 5, 25, or 50 links

to be activated.

The average transmission powers as a function of M0, when MEIs are either

adapted to the environment (A-MEI) or initially configured at a constant level

(C-MEI), are shown in Figures 16.6–16.8, respectively, for 5, 25, and 50 links.

Figure 16.9 is the plot of the throughput achieved by A-MEI and C-MEI vs M0.

The employed transmission powers increase as M0 grows for both A-MEI and

C-MEI and tend to saturate. In C-MEI, the saturation floor is closer to the upper

bound, Pbound, than the saturation level gained by A-MEI. Irrespective of the

actual network conditions in terms of active links and current interference, with

C-MEI terminals are forced to transmit at the power level allowing the constant

initial MEI, M0, to be achieved. Conversely, with A-MEI the transmission power

selected at the link activation is adapted to the current network conditions and in par-

ticular the MEI is chosen on the basis of the MEIs currently perceived by receivers,

close to the the new link.

The saturation of transmission powers reflects the saturation of the number of

established links, as illustrated in Figure 16.9. For both A-MEI and C-MEI, initially,

throughput, in terms of number of links established with success, increases as M0

increases. For high values of M0, the behaviors of A-MEI and C-MEI slightly

differ and the more the number of links in the area the more significant this differ-

ence, as in the case of 50 links. As M0 grows, the curves relevant to A-MEI saturate

due to the maximum power constraint that limits also the actually achievable MEIs.

Instead, as for C-MEI, the curves reach a peak and then decrease, tending to a
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constant value. In this case, since M0 represents the initial MEI that each new link

tries to achieve, the entering links generate higher interference that future links will

have to overcome with higher transmission powers, thus quickly saturating the

maximum power constraint. For low number of links (e.g., in the case of five

links), the two access schemes perform almost the same since the adaptation of

Figure 16.6 Average transmission power of the data traffic versus initial MEI for five links:

comparison between adaptive and constant selection of MEIs.

Figure 16.7 Average transmission power of the data traffic versus initial MEI for 25 links:

comparison between adaptive and constant selection of MEIs.
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MEIs poorly impacts the activation of the subsequent links, whose number is low. In

general, a strategy with adaptive selection of MEIs becomes important as the

number of links increases. Another interesting observation concerns the behavior

for very low values of M0 (M0 , 10�11 W in Figure 16.9). In this case, C-MEI out-

performs A-MEI in terms of throughput. This effect is due to the fact that C-MEI

Figure 16.8 Average transmission power of the data traffic vs initial MEI for 50 links: com-

parison between adaptive and constant selection of MEIs.

Figure 16.9 Achieved throughput of the data traffic versus initial MEI for 5, 25, and 50

links: comparison between adaptive and constant selection of MEIs.
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provides higher MEIs with respect to A-MEI and, when the probabilities of access

success are low, this results in better performance.

16.3.2 Performance Behavior as a Function of the Offered Load

This section investigates system performance as function of the offered load. In

particular, the offered load is tuned by varying the number of links that must be

activated in a given topology. We compare the MEI-based strategies—A-MEI

and C-MEI—to the theoretical reference represented by the MIN-POW scheme.

We consider the three traffic classes introduced above: multimedia, voice, and data.

Figures 16.10–16.12 represent the achieved throughput as a function of the

number of links to be activated for the three traffic classes, respectively. It is

worth remarking that, in these plots, the abscissa indicates the number of links

trying to enter the UWB system while the ordinate reports the number of links

that actually succeed in the AC procedure, and thus that are activated.

The throughput achieved by the two MEI based strategies (A-MEI and C-MEI) is

lower than the theoretical maximum (represented by the MIN-POW curve) due to

the adoption of a suboptimal access strategy. Such an effect is due to the trade-off

between system performance and simplicity of the adopted access scheme, which

operates in a distributed fashion based on partial information locally gathered. An

additional loss in performance is due to the necessity to protect the QoS negotiated

by already active links. As the offered load increases, the loss in performance,

measured as the network throughput, increases too.

Figure 16.10 Achieved throughput of the multimedia traffic versus number of links to be

activated: comparison among adaptive selection of MEIs, constant selection of MEIs and

theoretical maximum throughput.
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The comparison among the throughput achieved with each of the three traffic

classes highlights an interesting behavior of the considered AC schemes. In

terms of number of activated links, all access strategies perform better in case of

voice traffic than in case of multimedia and data traffic. This behavior is due to

Figure 16.11 Achieved throughput of the voice traffic versus number of links to be acti-

vated: comparison among adaptive selection of MEIs, constant selection of MEIs, and theor-

etical maximum throughput.

Figure 16.12 Achieved throughput of the data traffic versus number of links to be activated:

comparison among adaptive selection of MEIs, constant selection of MEIs, and theoretical

maximum throughput.
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the lower QoS required by voice traffic, expressed by both lower rate and target

SIR. In addition, performance relevant to the achieved throughput as number of

activated links is almost the same for the multimedia and the data traffic. This

effect is due to the fact that the required QoS impacts the admissibility of a link

by means of the product of rate and target SIR and not by the two parameters sep-

arately. In particular, the QoS parameters adopted for the multimedia and data

traffic (see Table 16.1) are equivalent in terms of product of required rate and

SINR. As a consequence, the number of links that can be admitted with a given

AC strategy is the same in case of multimedia or data links. However, since the

data rate supported by each link is different (1 Mbps for multimedia traffic and

5 Mbps for data traffic), the overall throughput measured in Mbps is different

too. The throughput in Mbps achieved with multimedia traffic is lower than

that relevant to the data traffic due to the more stringent QoS request in terms of

SINR.

Figures 16.13–16.15 report the results relevant to the average transmission

powers vs the number of links to be activated, for each of the considered traffic

class. In these figures the considered level of the upper bound, Pbound, is also

reported. Thanks to the local check of the power upper bound constraint [see

Equation (16.8)] during the AC procedure, the obtained transmission power levels

are always below Pbound. The adoption of margins (specifically, the maintenance

of a positive tolerable extra interference, MEI, at the receivers) implies that

allocated powers are always higher than theoretical minimum values (see the

MIN-POW curves). Nevertheless, such a gap is in the order of few dB (generally,

Figure 16.13 Average transmission power of the multimedia traffic versus number of links

to be activated: comparison among adaptive selection of MEIs, constant selection of MEIs,

and theoretical minimum power.
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about 1–2 dB). The same loss in performance, however, guarantees the possibility

of handling new accesses with little effort in terms of AC complexity. With respect

to C-MEI, the adaptation of MEIs results in lower transmission powers (this differ-

ence is about 3–4 dB).

Figure 16.14 Average transmission power of the voice traffic versus number of links to be

activated: comparison among adaptive selection of MEIs, constant selection of MEIs, and

theoretical minimum power.

Figure 16.15 Average transmission power of the data traffic versus number of links to be

activated: comparison among adaptive selection of MEIs, constant selection of MEIs, and

theoretical minimum power.

448 ADAPTIVE UWB SYSTEMS



16.4 SUMMARY

This chapter deals with adaptive UWB systems and describes access schemes and

protocols, which exploit adaptivity in UWB and provide efficient and high perform-

ing networking in wireless UWB networks.

The chapter describes a distributed admission control scheme based on the main-

tenance of a positive maximum extra interference level at each receiver. This guar-

antees a suitable control on the number of links that can be activated; also, it

guarantees that links already active can always provide the negotiated QoS charac-

teristics, in terms of data rate and SINR. During the activation of a wireless UWB

link, adaptability is achieved by measuring the current interference at the candidate

receiver and by gathering information on the MEI values at receivers, which are near

to the candidate transmitter.

Simulations results show that, in case of data traffic (data rate of 5 Mbps and

target SINR of 8 dB) and of quite big networks (e.g., 100 links), the adaptive

MEI scheme achieves a throughput 20% less than the theoretical one. On the con-

trary, a gain of 40% with respect to the nonadaptive schemes (denoted above as

“constant MEI”) is obtained. By using adaptive UWB mechanisms, the power

used by terminals can be lower than the upper bound fixed by FCC and very

close to the theoretical minimum.
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&CHAPTER 17

UWB Location and Tracking—A
Practical Example of a UWB-based
Sensor Network

IAN OPPERMANN, KEGEN YU, ALBERTO RABBACHIN, LUCIAN STOICA,
PAUL CHEONG, JEAN-PHILIPPE MONTILLET, and SAKARI TIURANIEMI

17.1 INTRODUCTION

Sensor networks are typified by devices with low complexity that have limitations

on processing power and memory, and severe restrictions on power consumption.

By the very nature of the application, traffic in sensor networks is often bursty

with long periods of no activity. A device may remain idle for long periods of

time sending only periodic information, then suddenly be required to send signifi-

cant amounts of information when an event occurs. For devices deployed in the

field, this has significant implications for the design of efficient medium access pro-

tocols, radio communications technology and the reliability of information transfer.

For devices involved in continuous monitoring, the flow of traffic will be more

stable. However efficient multiple access, reliability and battery life are still

major considerations.

Since the US FCC released the First Report and Order in 2002 covering commer-

cial use of Ultra Wideband (UWB) [1], there has been greatly increased interest in

UWB-based applications. This in turn has ignited interest in the use of UWB for

sensor networks and fueled research in the area. Impulse radio-based UWB technol-

ogy has a number of inherent properties which are well suited to sensor network

applications. In particular, impulse radio-based UWB systems have potentially

low complexity and low cost, have noise-like signals, are resistant to severe multi-

path and jamming, and have very good time domain resolution allowing for location

and tracking applications [1].

The low complexity and low cost of impulse radio UWB systems arises from the

essentially baseband nature of the signal transmission. Unlike conventional radio
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systems, the UWB transmitter produces a very short time domain pulse which is able

to propagate without the need for an additional RF mixing stage. The RF mixing

stage takes a baseband signal and “injects” a carrier frequency or translates the

signal to a frequency which has desirable propagation characteristics. The very

wideband nature of the UWB signal means that it spans frequencies commonly

used as carrier frequencies. The signal will propagate well without the need for

additional up-conversion and amplification. The UWB receiver also does not

require the reverse process of down-conversion. Again, this means that a local oscil-

lator in the receiver can be omitted, which means the removal of associated complex

delay and phase tracking loops. High achievable burst data rates for UWB systems

mean that sensors can transfer their payload data quickly and spend much of the rest

of the time “asleep” or in a low-power state.

To realize the benefits of UWB in sensor networks, careful consideration must be

given to the design of the MAC, conservation of power and efficient radio technol-

ogy. The solutions developed depend very much on the application examined. This

chapter illustrates an example of a low complexity UWB system (UWEN) which

supports low data rate communications with location and tracking for various appli-

cations. The system concept is targeted at recreational activities such as cross

country skiing, athletics, and running. It may equally well be applied to asset track-

ing and inventory control. The concept includes the development of small, low

power UWB devices which are carried by the user. Information from the UWB

devices is collected by fixed nodes in the network, which also exchange information

with a central position server to determine the location of the UWB devices. This

position information is stored in the network along with sensor data from the

UWB devices for later retrieval.

17.2 MULTIPLE ACCESS IN UWB SENSOR SYSTEMS

The very wide bandwidth of UWB systems means that many potential solutions

exist to the issue of bandwidth usage. Devices may use all or only a fraction of

the bandwidth available in the 3.1–10.6 GHz band. These devices will still be

classed as UWB provided they use at least 500 MHz. Major candidates for the phys-

ical layer signal structure of UWB systems include impulse radio, OFDM, multicar-

rier and hybrid techniques. All of these possible techniques mean that different

UWB devices may or may not be able to detect the presence of other devices.

The main issues to be addressed by an UWB MAC include coexistence, inter-

operability and support for location/tracking.

The potential proliferation of UWB devices of widely varying data rates and

complexities will require co-existence strategies to be developed. Strategies for

ignoring or working around other devices of the same or different type based on

physical layer properties will reflect up to the MAC layer. Optimization of the

UWB physical layer should lead to the highest-efficiency, lowest-BER, lowest-

complexity transceivers. The assumptions of the physical layer will, however,

have implications for MAC issues such as initial search and acquisition process,
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channel access protocols, interference avoidance/minimization protocols, and

power adaptation protocols. The quality of the achieved “channel” will have impli-

cations on the link level, which may necessitate active searching by a device for

better conditions, which is what happens with other radio systems.

The most common requirement of MAC protocols is to support interworking

with other devices of the same type. With the potentially wide range of device

types, the MAC design challenge is to be able to ensure cooperation and information

exchange between devices of different data rate, QoS class or complexity. In particu-

lar, emphasis must be placed on how low-complexity, low-data-rate devices can

successfully produce limited QoS networks with higher complexity, HDR devices.

17.2.1 Location/Ranging Support

Location/ranging support is integrally linked to the MAC. This includes strategies

for improving signal timing accuracy and for exchanging timing information to

produce estimates of the device position. It is possible for any single device to esti-

mate the arrival time of a signal from another device based on its own time refer-

ence. This single data point in relative time needs to be combined with other

measurements to produce a 3-D position estimate relative to some system reference.

Exchange of timing information requires cooperation between devices. Being able

to locate all devices in a system presents a variation of the “hidden node”

problem. The problem is further complicated for location because multiple receivers

need to detect the signal of each node to allow a position in three dimensions to be

determined.

Tracking requires that each device is able to be sensed/measured at a suitable rate

to allow a reasonable update rate. This is relatively easy for a small number of

devices, but difficult for an arbitrarily large number of devices. Information

exchange between devices of timing and position estimates of neighbours (ad hoc

modes) requires coordination, and calculation of position needs to be done some-

where (centralized or distributed) and the results fed to the information sink.

Finally, it is important to have the received signal as unencumbered by multiple

access interference as possible in order to allow the best estimation of time of

arrival. Every 3.3 ns error in delay estimation translates to a minimum 1 m extra

error in position estimation.

All of these issues—information exchange, device sampling rate, node visibility,

signal conditioning—require MAC support. They are significant obstacles to exist-

ing WLAN and other radio systems offering reliable location/tracking when added

on to the MAC post-design.

17.2.2 Constraints and Implications of UWB Technologies
on MAC Design

Some qualities of UWB signals are unique and may be used to produce additional

benefit. For example, the accurate ranging capabilities with UWB signals may be

exploited by upper layers for location-aware services. Conversely, some aspects
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of UWB pose problems that must be solved by the MAC design. For example, using

a carrier-less impulse radio system, it is cumbersome to implement the carrier

sensing capability needed in popular approaches such as carrier-sense, multiple

access/collision avoidance (CSMA/CA) MAC protocols.

Another aspect that affects MAC design is the relatively long synchronization

and channel acquisition time in UWB systems. In [2], the performance of the

CSMA/CA protocol is evaluated for a UWB physical layer. CSMA/CA is used

in a number of distributed MAC protocols and it is also adopted in the IEEE

802.15.3 MAC.

The time to achieve bit synchronization in UWB systems is typically high, of the

order of few milliseconds [2]. Considering that the transmission time of a 10,000 bit

packet on a 100 Mbps rate link is only 0.1 ms, it is easy to understand the impact of

synchronization acquisition on CSMA/CA based protocols. The efficiency loss due

to acquisition time can be minimized by using very long packets. However this may

impact performance in other ways.

Acquisition preambles are typically sent with higher transmit power than data

packets [3]. This impacts both the interference level and the energy consumption

in highly burst traffic. This effect must be taken into account when determining

the efficiency of the system.

The adoption of CSMA/CA as a distributed protocol must be jointly evaluated

with the performance of the underlying UWB physical layer. In general it may

not be a suitable choice for an UWB MAC unless proper synchronization techniques

are developed. One solution to this problem is the exploitation of the very low duty

cycle of impulse radio. Synchronization can be maintained during silent periods by

sending low power preambles for synchronization tracking [3]. This approach is

feasible only for communications between a single pair of nodes, which is not the

case in peer-to-peer networks.

17.3 UWB SENSOR NETWORK CASE STUDY

The UWEN (UWB wireless embedded networks) project is developing a system

offering low rate communications with location and tracking for various

applications. The system concept is targeted at recreational activities such as

cross country skiing, athletics, and running. The concept includes the development

of small, low-power UWB devices that are carried by the user. Data from the UWB

devices is collected by fixed nodes in the network that also exchange signal time-of-

arrival information to determine the location of the UWB devices. This location

information is stored in the network along with sensor data from the UWB

devices for later retrieval.

The low complexity and low cost of impulse radio UWB systems arise from the

essentially baseband nature of the signal transmission. Unlike conventional radio

systems, the UWB transmitter produces a very short time domain pulse which is

able to propagate without the need for an additional RF mixing stage. A typical

RF mixing stage takes a baseband signal and “injects” a carrier frequency or
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translates the signal to a frequency that has desirable propagation characteristics.

The very wideband nature of the UWB signal means it spans frequencies commonly

used as carrier frequencies. The UWB signal will propagate well without the

need for additional up-conversion. The UWB receiver also does not require the

reverse process of down-conversion. This means a local oscillator in the receiver

can be omitted as well as the removal of complex delay and phase-tracking loops

with their associated power consumption. High achievable burst data rates for

UWB systems means that sensors can transfer their payload data quickly and

spend much of the rest of the time “asleep” or in a low-power state.

Figure 17.1 shows an example usage of the system in the initial target application

of snow sport/recreation. Each user carries an UWB tag with a sensor for gathering

biometric data, in this case heart rate readings. Communication takes places in a

master–slave manner with the low-cost, mobile UWB devices sending and receiv-

ing information and the fixed nodes controlling the operation of the devices. The

fixed nodes exchange information about the perceived position of each sensor in

the network. The estimated position of the user, along with biometric information,

is stored in the network for later retrieval. The UWB devices relay information on

the speed, direction, and heart rate data from the mobile user. The UWB signal

itself is used to position the tag based on calculations performed by the fixed nodes.

In this chapter, we also investigate the performance of a number of position

estimation methods which make use of TOA estimation for this low-cost/low-

complexity UWB system. The performance evaluation is performed in terms of

the root-mean-square error (RMSE) of the position coordinates estimation and the

Figure 17.1 UWEN first application—ski tunnel.
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position estimation failure rate. A simple and reliable two-step timing acquisition

technique is proposed to obtain the TOA estimate. We then present the formula

for direct calculation of position coordinates using either TOA or time difference

of arrival (TDOA). Kalman filtering is examined as a means to improve the location

accuracy when tracking moving UWB devices. Simulation results are presented for

performance evaluation and comparison.

The focus is on the investigation/development of practical and feasible location

algorithms using UWB for position localization and tracking suitable for implemen-

tation in an ASIC device. Some basic architecture information is given about the

UWB devices.

17.4 SYSTEM DESCRIPTION—UWEN

17.4.1 Communications System

A major objective of the UWEN project is to develop a low-complexity, low-power-

consumption transceiver and system architecture. For this reason, a noncoherent

modulation scheme has been adopted utilising binary pulse position modulation

(BPPM) combined with direct sequence (DS). The use of BPPM allows very

simple, noncoherent “energy collection”-based receiver architectures to be

adopted. The DS “overlay” sequence is used to randomize the spectrum of the trans-

mitted signal so as to avoid strong spectral lines associated with simple pulse

repetition.

The MAC solution must also be low complexity and support an environment with

a minimum of interuser interference. This lead to the choice of TDMA. The system

also uses time division duplexing TDD. There is an “up-link” time frame when the

UWB devices can send information to the fixed nodes, and there is a “down-link”

time frame where the UWB devices receive commands and information. Each of

these two time frames is introduced by a beacon that carries information on the

availability and the structure of the network. The TDMA system has an aggregate

data rate of 5 Mbps which may be divided amongst the numerous devices. Consider-

ing a target device data rate target of several kbps, there may be many hundreds of

devices in the system.

17.4.2 Transmitted Signal

The UWB signal used for this study is based on a train of short pulses randomized in

phase by a scrambling sequence. The bit interval is divided into two time slots

(binary modulation). As the detection procedure is based on energy collection, the

separation of different users can only be done in the time domain. The transmitted

signal for single user is given by

s(t) ¼
X1

k¼�1

XN

f¼1

wtr(t � kTb � jTc � ddk)(cp)j
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where wtr(t) is the transmitted pulse with pulse width Tp. Tb is the symbol interval,

d ¼ 100 ns is the delay used to distinguish different symbols and dk[[0,1] is the

transmitted symbol. Tc ¼ NTp where N is an integer, Tc is the chip interval, and

(cp)j is the jth chip of the pseudorandom (PR) code. The PR code is bipolar with

values f21, þ1g. The data rate Rd is defined by 1/Tb ¼ 1/(2d).

Randomization of the transmitted pulses is required in order to smooth the spec-

trum. Since the system is TDMA-based, the randomization does not serve any chan-

nelization role, so all devices will use the same scrambling code sequence with a

reasonable chip frequency. This means that more than one UWB pulse will be

affected by the same scrambling sequence chip. The modulation technique used

for BPPM as shown in Figure 17.2.

The receiver in the UWB tag collects the energy in the two possible bit windows

and the bit decision is based on the comparison between the energies, as shown in

Figure 17.3.

Figure 17.2 Bit position modulation.

Figure 17.3 Bit decision process.
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17.4.3 Framing Structure

The requirement to handle a large and flexible number of users with fixed nodes

exchanging information to calculate position, and subsequently supplying the infor-

mation to user, implies the transmission of a large amount of data signaling data. The

very low power of UWB signals requires that, during periods of TOA measurement,

only one user is transmitting at a time. A frame structure is shown in Figure 17.4.

When a tag (slave) enters the network, a registration process begins. The tag

detects the beginning of the frame by detecting a beacon and randomly selects a

time slot inside the registration window. This slot is selected randomly from RxU,

random access slots (shown in white in Figure 17.4) to minimize collision with

other devices registering. In the “downlink” slot, the controlling fixed node

(master) replies to successfully registered devices in the same slot position of the

registration window.

The reply carriers the number of a new slot position for the tag to use for com-

munications. The tag will use this time slot for the time it is registered with the

network.

17.4.4 Location Approach

In the system, there is a limited set of fixed nodes which are closely time synchro-

nized by sharing the same local clock through cable connections. The fixed nodes

Figure 17.4 Frame structure.
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are positioned at known coordinates in the area being monitored. Since each tag

transmits data in different, preassigned time slots, multiple access interference is

greatly reduced. Due to the drift in the clock of the mobile devices as well as the

fixed nodes, synchronization between the fixed nodes and the mobile devices is per-

formed once every second. This is achieved by broadcasting a beacon from one of

the fixed nodes. The TOA of the beacon is used as the reference clock for the mobile

devices to transmit data according to the preassigned time slots.

At any given time, the TOA measurements from a specific group of fixed

nodes are collected for position estimation by the system. Since each tag is

moving, the group of fixed nodes will change over time. In general, the fixed

nodes with the strongest received signal powers are selected to provide the TOA

estimates and their position coordinates are employed for the mobile tag position

estimation.

There are many position estimation techniques using radio signals. Signal

strength, angle of arrival, TOA measurements, time of flight/round trip time,

and TDOA can all be exploited for position estimation. The most straightforward

way to estimate position is to directly solve a set of simultaneous equations [4]

based on the TOA/TDOA measurements. Exact solutions can be obtained for

2-D location with two fixed nodes using two TOA measurements (with known

transmit time) or with three fixed nodes using three TDOA measurements. For a

3-D location, four fixed nodes are needed to obtain exact solutions using TDOA

measurements.

For an over-determined system (with redundant fixed nodes), several different

approaches have been proposed such as spherical interpolation [5–8], the two-

stage maximum likelihood method [9], and the linear-correction least square

approach [10]. Also several iterative approaches have been investigated for pos-

ition estimation. Taylor series expansion can be used to iteratively produce a

linear least-square solution [11, 12]. However, to maintain good convergence,

the Taylor series method may require a close estimate of the actual location as a

starting point which may be difficult to obtain in some practical applications. A

different iterative method for location comes from nonlinear optimization theory.

The gradient-based algorithms may be employed for position estimation [13,

14]. One is the quasi-Newton algorithm [15], which has been used in the UWB

precision assets location system [16]. The other is the Gauss–Newton type

Levenberg–Marquardt method [17].

In this chapter, several location algorithms have been investigated based on

noniterative techniques utilizing TOA information. Results will be presented in

later sections.

17.5 SYSTEM IMPLEMENTATION

17.5.1 Transceiver Overview

The UWB transceiver architecture for the UWB devices is based on a noncoherent

structure utilizing bit position modulation (BPPM) [18–20]. While sacrificing some
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performance in terms of spectral efficiency, it greatly simplifies the implementation

and decreases the size and cost of the circuit. The architecture for the UWB tag

transceiver is presented in Figure 17.5. There is no signal correlation process

which occurs in the receiver, so the modulation scheme employed must be orthog-

onal in the time domain. The receiver simply collects the signal energy in different

time windows and determines the transmitted bit based on the detected maximum

energy. The bit synchronization process for the receiver makes use of a short pream-

ble which reduces the receiver complexity while still achieving good performance in

the presence of multipath fading [18–20].

17.5.2 Transmitter

The transmitter is based on a delay locked loop (DLL) and UWB monocycle pulse

generator. The transmitter module contains a clock generator, a UWB pulse genera-

tor and a UWB antenna. The clock generator is composed of a 33 MHz quartz oscil-

lator, a DLL and a digital edge combiner used as for clock multiplication to produce

a 533 MHz timing signal that drives the pulse generation. The UWB pulse generator

generates a monocycle of 350 ps typical width once every 1.87 ns.

Figure 17.5 Circuit architecture of the UWB tag.
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For UWB systems, accurate timing is very important. Subnanosecond pulses

need to be transmitted using an accurate reference clock. Clocking at high speed,

however, leads to significant power consumption and so must be done sparingly.

The choice of the 33 MHz crystal reference clock to drive the UWB transceiver

and digital components was based on the desire to keep the overall system clock

as low as possible.

The higher speed clock is generated only as required for pulse transmission. The

use of a DLL coupled with an edge combiner avoids classic frequency synthesis

techniques using a PLL and N divider combination. The approach used is presented

in Figure 17.6. The high-speed clock used for pulse triggering is generated by taking

each edge of the crystal oscillator output and generating a burst of well-controlled,

evenly spaced edges that span one period of the crystal oscillator. These evenly-

spaced edges are then combined by an AND–OR based edge combiner. The

phase detector generates UP/DOWN signals according to the phase difference

between the reference signal and the final output stage of the voltage controlled

delay line (VCDL). The phase detector architecture was presented in [21].

The DLL is in a “locked” state if the input and output of the voltage controlled

delay line are in phase. One delay cell contains two cascaded CMOS inverters.

The delay is adjusted by the charge pump and loop filter through control voltage

designed to minimize the phase error. A classification of charge pump architectures

Figure 17.6 Clock synthesis based on DLL and edge combiner.
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is given in [22]. The charge pump architecture used is based on a single ended archi-

tecture with an active amplifier on the output, as found in [22].

17.5.3 UWB Pulse Generator

The UWB pulse generator used in the transmitter is presented in Figure 17.7 [22]. It

creates two short pulses from two trigger signals which have a fixed delay between

Figure 17.7 UWB pulse generator schematic.

Figure 17.8 Generated pulse train (�350 ps pulses), without randomizing sequence.
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them. The short pulses generated by the NAND-gates are converted into a differen-

tial signals by a micromixer [23]. Two of these differential pulses with a fixed time

delay are subtracted from each other in an analog linear subtraction circuit. The

output is a differential monocycle pulse with a typical pulse width of 350 ps. An

example of a generated pulse train (without the randomizing pulse train is shown

in Figure 17.8. Figure 17.9 shows the implemented UWB transmitter circuit in

0.35 mm SiGe.

17.6 LOCATION SYSTEM

To achieve accurate position estimation, we must first acquire accurate TOA

measurements. There are numerous TOA estimation algorithms in the literature.

A comprehensive literature review on code acquisition and delay estimation for

direct-sequence spread spectrum signals can be found in [24, 25].

The extremely short, very low-duty cycle UWB pulses with very low power spec-

tral density, pose a challenge for synchronization in UWB systems. One method pro-

posed in the literature for UWB timing recovery employs an ML approach [26, 27].

A second method applies correlators in the traditional way, but makes use of tech-

niques to obtain rapid timing acquisition. For example, a look-and-jump search and

a bit reversal search approach have been proposed in [28]. Special code design has

been employed in [29]. Chip-level post-detection integration (CLPDI) has been pro-

posed in [30] and applied to UWB in [31]. Another method is the frequency-domain

treatment of UWB synchronization using spectral estimation [32]. For low-cost and

low-complexity applications, energy collection-based timing acquisition [20] is a

Figure 17.9 Circuit implementation in 0.35 mm SiGe.
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promising approach. This technique is particularly suitable for indoor communi-

cations where dense multipath exists.

In this project, we employ a two-stage approach for fast timing acquisition to

obtain the time-of-arrival of the desired signal. In the first stage, a bank of integrators

is employed. The received signal is first squared. Each integrator then integrates the

squared signal for a period of time, Tint, usually a fraction of one symbol duration. A

search is performed over one symbol duration. The first integrator starts integration

at a chosen time point. Each of the other integrators begins integration after a delay

of Tint compared with its preceding integrator. The start time point of the integrator

whose output is the maximum among all the integrators provides a coarse TOA

estimate. With a probability dependant on the SNR, the coarse TOA estimate will

indicate the region containing the first received pulses. If the first stage search is

successful, the coarse TOA estimate will satisfy

t0 � Tint � t̂0 � t0 þ Tm

where t0 and t̂0 are the true and the coarse TOA estimate respectively and Tm is the

multipath spread. In the second stage, a refined search is constrained to this uncertain

region. This may be achieved though the use of a backward and forward search using

the same bank of integrators. The difference between the start time points of two

adjacent integrators for the fine search can be as small as the clock period.

Figures 17.10 and 17.11 show two examples of the time sequence and outputs of

the integrators at the second stage. For simplicity, integration spans the interval

t2 � t0 þ Tw, as shown in Figures 17.10 and 17.11, where the true TOA is t0,

Figure 17.10 Time sequence and outputs of the integrators.
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and Tw is the pulse width. In practice, the integration interval for the second stage

can be chosen based on the predicted/estimated channel parameters. The

maximum selection criterion is also applied at the second stage. The process may

continue over a sequence of symbols to produce multiple TOA estimates which

can be further processed to obtain more accurate estimates.

It is worth noting that NLOS propagation conditions introduce additional errors

in TOA measurements as the received pulses are delayed as a result of propagating

through material which is denser than air. Although it is difficult to accurately

predict the additional delay, techniques exist to partially compensate the NLOS

impact on the accuracy of TOA estimation. Statistical information of the NLOS

error, if available, can be employed to reduce the NLOS effect [33]. Also, a

variety of techniques in NLOS identification and LOS reconstruction have been pro-

posed to mitigate the NLOS effect [34–37]. In the absence of any information about

NLOS error, and when LOS propagation results are not available, nonparametric

techniques may be applied to produce TOA measurements [38].

To examine the accuracy of the proposed two-stage TOA estimation approach,

we consider an outdoor environment with dimensions 400 � 100 � 100 m.

The data rate is 5 Mbps and each bit consists of only one pulse [16]. A four-

path channel model is employed to approximate a snow-covered environment.

Whilst being a considerable simplification, this channel model serves to demonstrate

the merits of the techniques employed and simplifies the evaluation process.

The first channel path signal has constant amplitude (corresponding to a LOS

signal) while the other three paths have Nakagami fading amplitudes with a

fading value of m ¼ 1:5 [39]. The fading amplitudes can be either positive or nega-

tive with equal probability [40]. The delay of the second path is 2 ns and the fourth

path is 12 ns. The power ratio (Rician factor) of the direct path to the fading paths is

equal to one (i.e., 0 dB). The receiver sampling rate in the fixed nodes is assumed to

be 2 GHz. In Figure 17.10, the ith integrator switches on at ti ¼ t0 where t0 is the

true TOA. In Figure 17.11, the ith integrator switches on at ti ¼ t0 þ Tw=2 where Tw

is the pulse width. These two time intervals correspond to best and worse scenarios

(on-time and offset by half an integration window).

It is assumed that the first-stage (coarse) search is successful and the TOA errors

are limited to the integrating period of one integrator after the search. In this case,

the TOA errors are limited to +12.5 ns. A TOA estimate is produced over each

symbol interval. In the simulation results, a total of 50,000 symbols are examined

to produce 50,000 TOA estimates for an SNR of 8 dB. Figure 17.12 shows the

amplitude distribution of the TOA estimation errors when the time instants

for switching on the integrators are as shown in Figure 17.10. Figure 17.13 shows

the corresponding results when the time instants of switching on the integrators

are as shown in Figure 17.11.

Figure 17.14 shows the RMS error of the TOA estimation with respect to signal-

to-noise ratio for two different Rice factors for the channel model used. In this figure,

syn denotes results when triggering of the integrators are as shown in Figure 17.10

(best case). The other results are obtained when time instants of the integrators are as

shown in Figure 17.11 (worst case).
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The results indicate that, to achieve RMSE values of below 1 ns, an SNR of

15 dB or more is required. RMSE improvements below 1 ns require significant

increases in SNR. An interesting observation is that higher Rician factor results in

worse performance for some high SNR values. As may be expected, below about

Figure 17.11 Time sequence and outputs of the integrators.

Figure 17.12 TOA estimation errors when time instants of the integrators are as shown in

Figure 17.10.
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Figure 17.13 TOA estimation errors when time instants of the integrators are as shown in

Figure 17.11.

Figure 17.14 RMS of TOA estimation errors.
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15 dB, the RMSE results for the low Rician value are considerably worse than the

high Rician value results. The integration approach does however produce

useable TOA estimates suitable for use in accurate location techniques.

17.7 POSITION CALCULATION METHODS

There exist many iterative and noniterative position estimation algorithms. The

choice of algorithm depends somewhat on the computation budget per tag and the

desired accuracy of the position result. The accuracy of the position calculation in

turn depends on the number and quality of the TOA estimates which can be included

in the calculation for a given tag. This section will focus on lower-complexity,

noniterative position techniques. The choice is the result of the requirement to

locate and track many hundreds or thousands of devices with moderate position

accuracy.

Non-iterative techniques include direct calculation [4, 41] and the least-square

techniques [7, 9]. The noniterative algorithms are simple and easy to implement.

The device position may be determined as follows.

The distance between fixed node i and the mobile tag is given by

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
(x� xi)

2 þ (y� yi)
2 þ (z� zi)

2

q
¼ c(ti � t0) i ¼ 1, 2, 3, 4, (17:1)

where (x, y, z) and (xi, yi, zi) are the coordinates of the tag and fixed node respect-

ively, c is the speed of light, ti is the signal TOA at fixed node i, and t0 is the

unknown transmit time at the mobile tag. In the development of the expressions,

we ignore the difference between the true and the measured TOA for simplicity.

Squaring both sides of Equation (17.1) gives

(x� xi)
2 þ (y� yi)

2 þ (z� zi)
2 ¼ c2(ti � t0)2 i ¼ 1, 2, 3, 4: (17:2)

Subtracting Equation (17.2) for i ¼ 1 from Equation (17.2) for i ¼ 2, 3, 4 produces

ct0 ¼
1

2
c(t1 � ti)þ

1

2c(t1 � ti)
(bi1 � 2xi1x� 2yi1y� 2zi1z) i ¼ 2, 3, 4 (17:3)

where

xi1 ¼ xi � x1, yi1 ¼ yi � y1, zi1 ¼ zi � z1, bi1 ¼ x2
i þ y2

i þ z2
i � (x2

1 þ y2
1 þ z2

1):

Define the TDOA between sensors i and j as

Dtij ¼ ti � tj
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Eliminating t0 from Equation (17.3) yields

a1xþ b1yþ c1z ¼ g1 (17:4)

where

a1 ¼ Dt12x31 � Dt13x21, b1 ¼ Dt12y31 � Dt13y21, c1 ¼ Dt12z31 � Dt13z21

g1 ¼
1

2
(c2Dt12Dt13Dt32 þ Dt12b31 � Dt13b21)

and

a2xþ b2yþ c2z ¼ g2, (17:5)

where

a2 ¼ Dt12x41 � Dt14x21, b2 ¼ Dt12y41 � Dt14y21, c2 ¼ Dt12z41 � Dt14z21

g2 ¼
1

2
(c2Dt12Dt14Dt42 þ Dt12b41 � Dt14b21):

Combining Equations (17.4) and (17.5) yields

x ¼ Azþ B (17:6)

where

A ¼
b1c2 � b2c1

a1b2 � a2b1

, B ¼
b2g1 � b1g2

a1b2 � a2b1

and

y ¼ Czþ D (17:7)

where

C ¼
a2c1 � a1c2

a1b2 � a2b1

, D ¼
a1g2 � a2g1

a1b2 � a2b1

:

Then, substitution of Equations (17.6) and (17.7) into Equation (17.3) with i ¼ 2

produces

c(t1 � t0) ¼ Ezþ F (17:8)
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where

E ¼
1

cDt12

(x21Aþ y21C þ z21)

F ¼
cDt12

2
þ

1

2cDt12

(2(x21Bþ y21D)� b21):

Substituting Equations (17.6–17.8) into Equation (17.1) for i ¼ 1 followed by

squaring gives

Gz2 þ Hzþ I ¼ 0 (17:9)

where

G ¼ A2 þ C2 � E2 þ 1

H ¼ 2½A(B� x1)þ C(D� y1)� z1 � EF�

I ¼ (B� x1)2 þ (D� y1)2 þ z2
1 � F2:

The solutions to Equation (17.9) are

z ¼ �
H

2G
+

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
H

2G

� �2

�
I

G

s

If both estimated z values are reasonable, they are substituted into Equations (17.6)

and (17.7) to produce the coordinates x and y, respectively. Since there is only one

desirable solution, we remove the solution with either no physical meaning or which

is beyond the monitored area. If both solutions are reasonable and they are very

close, we may choose the average as the position estimate. Cases where there are

no acceptable results include cases with two complex solutions, or when both

solutions are beyond the area being examined.

When the transmit time t0 is available, only three fixed nodes are required to

determine the position variables. It is straightforward to derive the solution of the

position coordinates in this case. The device position may be determined as follows:

Define

f1i ¼
1

2
{c2½(t1 � t0)2 � (ti � t0)2� þ bi1}, i ¼ 2, 3:
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Also define

A1 ¼
x21z31 � x31z21

x31y21 � x21y31

, B1 ¼
x31f12 � x21f13

x31y21 � x21y31

,

C1 ¼
y31z21 � y21z31

x31y21 � x21y31

, D1 ¼
y21f13 � y31f12

x31y21 � x21y31

:

Then we have

ẑ ¼
F1

E1

+

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
F1

E1

� �2

�
G1

E1

s

, (17:10)

where

E1 ¼ A2
1 þ C2

1 þ 1, F1 ¼ A1(y1 � B1)þ C1(x1 � D1)þ z1

G1 ¼ (x1 � D1)2 þ (y1 � B1)2 þ z2
1 � c2(t1 � t0)2

and

x̂ ¼ C1ẑþ D1 (17:11)

ŷ ¼ A1ẑþ B1: (17:12)

Different formulae may be derived for direct position calculation; however, the

method presented has the desirable property that it does not involve matrix

operations.

Evaluation of the performance of the different techniques is performed in terms

of the RMSE of the coordinate estimation results and the failure rate. The RMSE is

defined as

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

3 NpNs

XNp

i¼1

XNs

j¼1

(x(i) � x̂(ij))2 þ (y(i) � ŷ(ij))2 þ (z(i) � ẑ(ij))2
� �

vuut

where Np is the number of different position combinations of the fixed nodes and the

mobile tag and Ns is the number of TOA samples at each SNR for each position

combination. (x(i), y(i), z(i)), (x̂(ij), ŷ(ij), ẑ(ij)) are the true and estimated position

coordinates of the mobile tag of interest, respectively.

The failure rate includes cases for which there is no solution or the solution is

unreasonable, including cases when the solutions are beyond the monitored area,

both solutions are complex-valued, the two solutions are reasonable but not close

to each other, or inversion of a singular matrix is involved.

In the simulation results, the monitored area examined has dimensions of 90

(l) � 90 (w) � 10 m (h). The positions of the fixed nodes and the mobile tag are

randomly generated. For each point, the results of 1000 runs are averaged. New

random positions of the fixed nodes and the mobile tag are generated for each
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run. Whilst this approach provides a general insight to the performance of a par-

ticular location technique, the location of the fixed nodes can have a substantial

impact on the location performance. Therefore, the performance of one selected

fixed node configuration is also examined. This is the configuration from the

1000 random fixed node configurations which produces the best results in terms

of RMSE.

The TOA estimation errors are produced using the synchronization technique

described earlier. Throughout the rest of the chapter, the results corresponding to

the time instants of the integrators as shown in Figure 17.11 are employed.

Figures 17.15 and 17.16 show the accuracy and failure rate of the direct method

and the spherical interpolation algorithm [7]. The TOA-based approach (results

denoted “DM3”) is seen to be sensitive to the accuracy of transmit time.

“DM3(inacc t0)” presents results with a transmit time error of 4 ns. When the trans-

mit time error is in the order of tens of nanoseconds, the TOA-based method per-

forms very poorly. Only when nearly error-free transmit time information is

available (compared with the time reference at fixed nodes) is the approach

described by Equations (17.10)–(17.12) suitable.

Also shown are results for the spherical-interpolation method with five, six and

eight fixed nodes (denoted “SI5,” “SI6,” and “SI8”). The technique does not work

well in the case of four fixed nodes, as indicated in [7], so the corresponding

results are not presented. At relatively high SNR, the spherical-interpolation

method performs well when at least five fixed nodes are employed.

Figure 17.15 RMSE of DM and SI position estimation techniques.
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17.8 TRACKING MOVING OBJECTS

When dealing with mobile devices, tracking should be included in the algorithms

considered. The system should be able to update the position estimate at a reason-

able rate to follow the moving devices. At each time instant, a number of TOA

measurements are collected from a specific set of fixed nodes. Members of the set

of fixed nodes will change as the tag moves. Usually the fixed nodes closest to

the tag are employed to provide the time measurements since in general shorter dis-

tance means higher signal power so better performance can be obtained.

Tracking performance can be improved by smoothing the individual position

results using techniques such as Kalman filtering which have been widely used in

modern control systems, tracking, and navigation systems [42]. References illustrat-

ing the use of Kalman filtering for smoothing of position or velocity estimates can be

found in [43–47]. Other filtering approaches can be used for smoothing position

estimates. A linear least squares approach is used in [48] to simultaneously obtain

smoothed estimate of the position and the speed.

In this section, we are interested in applying the well known Kalman filtering

for position smoothing. The Kalman filtering algorithm is given in [49]. Note that

Kalman filtering can be implemented in two different ways. One technique uses

an individual Kalman filter for smoothing each position coordinate so that three

filters are used in total. The other uses only one filter to smooth the three coor-

dinates. Figure 17.17 shows the block diagram of the proposed location and

tracking system.

Figure 17.16 Failure rate of DM and SI position estimation techniques.
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17.8.1 Simulation Results

In this section, we examine the performance of the proposed position location and

tracking system (as shown in Figure 17.17). We use one of the realistic field struc-

tures, a snow covered slope of dimensions about 400 � 100 � 100 m shown in

Figure 17.18. The fixed nodes will be deployed along both sides of the slope and

mounted on poles of varying height. The skier moves from A to B (120 m) at a

speed of 8 m/s. The skier moves from B to C (160 m) at a speed of 10 m/s and

finally from C to D (120 m) at a speed of 8 m/s.

First we examine the performance of the different position estimation algorithms

under the more realistic circumstance. Two hundred different combinations of fixed

node positions are tested and then the results are averaged. Tables 17.1 and 17.2

compare the averaged results of the two algorithms at SNR of 12 dB while

Tables 17.3 and 17.4 show the results at SNR of 16 dB. In the tables, FNs refers to

fixed nodes, SI is the spherical-interpolation method while DM is the direct method.

Received
signal
at FN1

At fixed nodes
At control center

TOA
estimation

TOA
estimation

TOA
estimation

Position
estimation

Position
smoothing

Trajectory
display

Estimated
velocity

Smoothed
position

Predicted position

Received
signal
at FN2

Received
signal
at FNN

Figure 17.17 Block diagram of position location and tracking.

Figure 17.18 Hypothetical ski track.
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For the parameters examined, the spherical-interpolation method provides the

best trade-off between performance and complexity when there are at least five

fixed nodes. To achieve submeter accuracy, at least six fixed nodes are needed

with SNR of up to 16 dB.

Table 17.5 shows the averaged RMSE before and after position smoothing using

Kalman filtering. The three estimated tracks (before smoothing) are produced using

the SI algorithm with five fixed nodes under three different sets of fixed node con-

figurations. Since the one-Kalman-filter scheme and the three-Kalman-filter scheme

produce the same results, only results from one of them are listed.

Figure 17.19 shows the original, estimated and smoothed tracks using Kalman

filtering. Dimensions are in meters. The RMSE before smoothing is 2.70 m. The

effectiveness of smoothing is clearly demonstrated. Note that the speed of the

moving object can also be provided by the smoothing techniques. The

TABLE 17.3 Averaged RMSE (m) of SI and DI

Algorithms at SNR of 16 dB

No. of FNs 4 5 6 8

SI 1.55 0.33 0.09

DM 7.54

TABLE 17.4 Averaged Failure Rates (%) of SI and DI

Algorithms at SNR of 16 dB

No. of FNs 4 5 6 8

SI 3.4 1.3 0.9

DM 46.6

TABLE 17.1 Averaged RMSE (m) of SI and DI

Algorithms at SNR of 12 dB

No. of FNs 4 5 6 8

SI 3.0 1.14 0.40

DM 11.91

TABLE 17.2 Averaged Failure Rate (%) of SI and DI

Algorithms at SNR of 12 dB

No. of FNs 4 5 6 8

SI 8.4 3.1 1.9

DM 48.0
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discontinuities in the position estimate in Figure 17.19 are the result of poorly

selected positions for the fixed nodes. The large “instantaneous” position errors

lead to relatively large errors in the smoothed path estimate after Kalman filtering.

Careful fixed node selection will minimize these errors.

17.9 CONCLUSION

In this chapter we have explored some of the features of an UWB sensor system with

location and tracking capabilities which is in the process of deployment. The system

is based on the use of fixed and mobile UWB devices arranged in a master–slave

configuration with a TDMA framing structure. The emphasis is on developing rela-

tively high accuracy location techniques for low-cost UWB devices. To support this

objective, the core of the UWB devices has been implemented in 0.35 mm SiGe

technology resulting in a solution capable of producing approximately 500

million pulses per second with an average duration of 350 ps and a burst data rate

of 5 Mbps.

TABLE 17.5 Averaged RMSE Before and After

Smoothing

Before Smoothing (m) After Smoothing (m)

4.13 2.30

2.70 1.30

1.40 0.99

Figure 17.19 Original (—), estimated (— —) and Kalman-filtering smoothed (W) tracks.
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The communications capability of the system is complemented by location and

tracking capabilities. Several position estimation approaches were examined

which employ UWB technology for outdoor recreational activities. To maintain

the low complexity requirement, the emphasis was placed on the noniterative

methods (i.e., spherical interpolation and direct calculation). Performance compari-

sons of the two methods were performed under different scenarios. With the pro-

posed TOA estimation technique and certain number of fixed nodes, accurate

position estimates can be obtained even under a realistic field structure.

One of the algorithms examined will ultimately be employed in the location

system utilizing the ASIC devices being manufactured for the project.
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ZRP, 406

BRP. See Broadercast resolution

protocol (BRP)
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Chip-level post-detection integration

(CLPDI), 463

Chip spaced sampling, 161

Chirp pulses, 316

Chi-square, 197

Chong, Chia-Chin, 187

Circuit implementation, 463f

Clear (CLR) packet

TORA, 393

Clear-to-send (CTS)

packets

PARO, 396

PLBM, 386

Closed form, 215

CLPDI. See Chip-level post-detection

integration (CLPDI)

CLR packet

TORA, 393

Cluster, 193–196

arrival times, 193

average power, 195

beamforming, 210

decaying phenomenon, 195

member table, 351t

power decaying phenomenon, 195

Clustered fisheye state routing
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low-rate correlation outputs, 60–61
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single-band scheme, 147t

Field generation time, 362

Field programmable gate arrays (FPGA), 161

Field registration time, 362

Filter bank approach

UWB channel estimation, 32
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Generalized spreading sequence, 228

Generated pulse train, 462f

Generation time (T-gen), 362
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Global positioning system (GPS), 70, 303

device

PAWF, 398

LAR, 381
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antennas, 141

High time resolution

UWB geolocation, 54
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Alt-PHY layer, 318

Infinite impulse response (IIR), 269

Integrate and dump circuitry

output, 178
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ISI, 164, 170
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NBI, 164, 170
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(IMEP)

TORA, 393
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Inter-zone routing protocol (IERP)

ZRP, 406

Intra-cluster parameters, 190

Intra-zone routing protocol (IARP)

TZRP, 409

ZRP, 406

Inverse fast Fourier transform (IFFT), 85
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SOAR, 388
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MAI, 240–242

Iterative MUD algorithms, 240
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Kalman filtering, 473

Kalman filtering smoothed, 476f
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Laplace-distributed random variables, 214
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LDP. See Location discovery packet (LDP)
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Least-mean-squares (LMS) algorithm, 269
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reactive routing, 381–382

protocol comparisons, 423t
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TZRP, 409
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Matched filter, 38t, 167
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Maximal ratio combining (MRC), 93, 167
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Maximum information progress (MIP), 400

power-aware routing, 400
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linear, 235
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(MTPR), 342, 395

power-aware routing, 395

protocol comparisons, 426t
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PARO, 396
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Modulation, 78
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